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Background 

 Within the sphere of space exploration and discovery (SED) research exists a need for 

robust, interactive, and easy-to-use 3D visualization tools that assist in different aspects of space 

related science. Virtual reality, augmented reality, and mixed reality, conjointly known as 

extended reality, is a new emerging technology that focuses on creating immersive 3D 

experiences. With the rapid advancements in these extended reality technologies, SED can 

begin to incorporate these technologies to effectively visualize the different aspects of space 

science and develop further research. This research explores the virtual reality branch of 

extended reality and how it can be used to create an accurate, interactive, and multi-disciplinary 

3D VR application with a multiple-use case and the specific intention to not be limited to a 

single field or area. Some proposed fields include, but are not limited to, astronomy, astrometry, 

early childhood – higher level science education, and aerospace. Some specific use cases 

include using the application as a learning tool for children to learn about the solar system in a 

classroom setting, ranging to using the application as an astronomy tool to view different 

metadata associated with celestial objects in a work or professional setting. The design choices 

that were chosen caters to the “interactive” aspect of this application, giving the user full 

control of the 3D environment to suite their specific needs. This includes functionality such as 

teleportation, scaling/time manipulation, as well as object highlighting. It is important to note 

that, although this application promises to reach useability within certain fields under the space 

science umbrella, there are other areas where this application needs more work to be used 

effectively; however, the current framework allows for this further development to occur with 

no issues with the concept of modules, which will be discussed later. 

 Prior work and research in this area remain in the early stages of development. After 

careful literature review and surveying sources related to this topic, multiple instances show the 

creation of similar 3D models of space related objects. One example involves NASA’s “Eyes on 

exoplanets”, powered by NASA’s Exoplanet Archive, which presents a 3D universe model 

containing an approximate 1000 potential habitable exoplanets (“NASA’s eyes: Eyes on 

exoplanets,” 2018). There are a few things to consider: firstly, NASA’s model contains data on 

purely exoplanetary objects. In this research, however, it was important to include data 
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involving multiple different types of celestial objects such as planets, moons, and stars which is 

vital for the wide variety of use-cases that this application will serve. This also means that in the 

example, proper or “complete” data is available for approximately 1000 objects (exoplanets), 

whereas in this research, proper data is available for millions of objects (planets, stars, moons, 

asteroids, satellites, etc.), given by databases publicly available. Secondly, NASA’s model is run 

through a webpage, which is useful for accessibility and low hardware specification 

requirements, but undesirable in other cases due to the (a) low fidelity design and (b) no spatial 

awareness, meaning there is no indication of scale and distance of these different objects. In 

this research, the application is a complete stand-alone, meaning the fidelity design can 

increase as hardware specifications increase, and because this application is taking advantage of 

virtual reality, scale, distance, and other spatial indicators can be properly identified. Compared 

to the NASA model which targets the single problem of exoplanetary data, this research targets 

the question of expandability: whether an application can serve as a basis for the solutions of 

many SED related problems. 

Various frameworks were followed throughout the period of this research. As it involves 

creating software that requires high levels of accuracy and stability, it was important to follow 

standard software development protocols for the design of this research. A brief overview of 

this protocol is as follows: planning, analysis, design, implementation, testing, and maintenance. 

Throughout the entirety of the research period, different stages of the protocol were followed 

depending on the progress and integrity of the application. For example, if a design was failing, 

previous steps were repeated, such as planning, to ensure proper development of the software. 

Alongside this protocol, other frameworks were in place. The conceptual framework of key 

identified aspects of the application was incorporated to split the development into simpler 

steps. These steps include database analysis, software/hardware analysis, and interactive tools 

design. Although these aspects were split, they were developed in tandem. From this point 

forward, these steps will be known as “modules” of the conceptual framework, which helps 

distinguish their role in this research. 

The significance of this research will be discussed in this next section through an 

example of where it can be applied. This example covers how this research can transform 
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current visual methods used in education and data analysis. It investigates the essence of 

visually assisted learning and data visualization by taking advantage of virtual reality. From the 

beginning, this research aimed to create a 3D virtual reality model and leverage virtual realities’ 

capabilities to promote visualization of various areas of space science or SED. One of these 

areas, astronomical data analysis, is generally done by professionals in the field of astronomy, 

and existing databases of arbitrary celestial objects prove to be difficult to process for a non-

professional individual trying to understand astronomy and astrometry concepts. In Figure 1, 

the raw metadata on various celestial objects given by the Gaia Data Release 3, a survey done 

by the European Space Agency, is shown. 

Figure 1 

Gaia Data Release 3 Data, European Space Agency 

 

For non-professional individuals, understanding the definitions of these figures would be 

time consuming. One of the applications that this research aims to accomplish is to translate 

this publicly available data of different celestial objects into a visual mirror that would help 

individuals understand the logic and scope of this data. Similarly, typical diagrams of the solar 

system tend to disregard scale and distance in the models, but in cases that they do indicate 

scale or distance, as shown in Figure 2, it is impossible to view the 2D model from any other 

angle or distance, which is helpful in forming the mental imagery of scale and distance between 

objects. 
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Figure 2 

Solar System Diagram with Units 

 

Note. From “Owen, T. Chant (2023, March 10). solar system. Encyclopedia Britannica. 

https://www.britannica.com/science/solar-system” 

With the use of virtual reality, scale, distance, and awareness of any other spatial 

indicator is present and easier to grasp. This could be helpful in a wide variety of cases, such as 

learning about planets and their sizes in a classroom setting. One thing to add, this software 

acts as base level software, which can then be built upon and used in many problematic areas. 

For example, if an engineer required a prediction of how a rocket will be affected when flying by 

a celestial object, the software can be modified to handle orbital and gravitational predictions, 

accurately mapping this data in real time, where then the engineer can visual the prediction in 

3D space. In conclusion, it is evident that virtual reality can assist in the visualization of these 

different 3D scenarios, which supports the significance of this research. 

 After understanding the scope of this research through the different discussions in this 

section, including the introduction, literature review, research frameworks, and significance, it’s 

important to understand and summarize the question being answered by this research. With 

the vast amount of information and data publicly available, a need for an application that can 

provide a platform for the visualization of this information and data is necessary. This research 

plays a role in understanding whether a platform like this is viable. It looks to create 

introductory software that serves as a framework for other applications requiring visualization 

or interactive tools in the future. This framework consists of various modules such as importing 

data from existing databases, mapping this data into a 3D environment for virtual reality, then 

https://www.britannica.com/science/solar-system
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creating interactable elements that assist in different applications mentioned earlier in this 

section. The different modules can be modified, or other modules can be added to cater 

towards a solution for the problem at hand. In the next section, we will look at the current 

modules in more detail. 

Methods 

First and foremost, it is vital to discuss the main software involved in handling the bulk of 

the visual processing. Unreal Engine 5 (UE5) is an open-source software, known in the software 

development field as a “game engine” due to its original intention to assist in creating video 

game-like applications. As of now, it is being used for other applications as well, including 

architecture visualization, computer graphics, graphic design, cinematics, photography, 

environmental design, modeling, VR development as well as video game development. UE5 has 

many built in computer graphic features such as raytracing, real-time shadows and lighting, 

realistic textures, and much more. This allows a developer to solely focus on creating the 

application, rather than committing time to computer graphics, which is where it comes into 

this research. UE5 is built on the C++ programming language, but it hosts its own programming 

language known as Blueprinting. Blueprinting was the main language used throughout the 

research period, combined with more complex C++ programming for custom functionality. In 

this research specifically, UE5 served as the gateway between the data and virtual reality, 

because data was imported into UE5 which was then displayed in virtual reality through it. We 

will return to UE5 when we discuss the research process in more detail. 

 As stated in the previous section, the challenge of creating a framework design for this 

application is broken down into three main parts or modules, these being: importing the data, 

mapping this data into 3D, and creating interactive elements. These lay the groundwork for the 

application. It’s important to understand that these modules are completely independent of 

each other, thus giving an easy ability to modify or incorporate new ideology and 

implementations into the framework. Figure 3 describes these modules and how they relate to 

one another. We will discuss these modules in order, understanding their function, how they 

were implemented, software and hardware involved, and how to play a role in the overall goal 
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of the research. Throughout the discussion, you can refer to Figure 3 to understand the overall 

idea and framework of this research. 

Figure 3 

Framework and It’s Modules Diagram 

 

 Importing the data is the first module of the framework used in this application. 

Originally, there were two main goals in mind when considering the data involved in this 

application. These goals were to incorporate data on (a) objects in the solar system, and (b) 

external objects outside of the solar system. During this part, preliminary research was vital to 

have a good understanding of the current data we have on different celestial objects for both (a) 

and (b). This preliminary research included online searches, literature reviews, as well as 

discussions with professionals in the field of astrophysics who may be familiar with this data.  



8 
 

Starting with (a), after certain online research, it was chosen to use the NASA Spice 

Toolkit (NST). NST is an information system used by the planetary science and the engineering 

community to provide precision observation geometry with custom application programming 

interfaces (API) for a wide range of applications. This toolkit provides high-precision information 

on celestial objects in the solar system, making it perfectly applicable for (a). Incorporating this 

data inside of UE5 would prove to be simple, as a wrapper (conversion between two pieces of 

software) exists for UE5. MaxQ, the wrapper and a plugin for UE5, allows for NST integration 

inside of UE5, providing the same functionality as NST but in the C++ and Blueprinting 

languages. MaxQ was used to incorporate this data on (a) in real-time in UE5. NST has a wide 

variety of information on different celestial objects, but the main information that was needed 

for the goal of this module consisted of a few parts: position, orientation, and scale of these 

celestial objects (see Appendix A). This data is available in UE5 during runtime and was used to 

map the different objects, which in turn, allows the user to view this data in 3D and virtual 

reality at any point and time.  

What is important to note here is that the main research goal is making an expandable 

visualization application that can be modified based on the use-case or problem. With the 

incorporation of NST, much of the calculations and information is already handled, and it takes 

some custom UE5 code to incorporate these functions. As an example, one use-case that NST 

can handle is complex orbital predictions. NST allows a user to input personal data on an object, 

such as a satellite, then calculate the ellipse of the orbit around an object the satellite may fly 

past at a certain period of time. This data is then available in UE5 during runtime, which can be 

seen visually in virtual reality. This example can be incorporated into this application with some 

simple coding and prior knowledge of the module or overall conceptual framework of the 

application, thus supporting one of the main goals of the research of making an expandible 

application. 

For (b), discussions with professionals regarding this topic led to multiple conclusions. 

Dr. Bischoff and Dr. Bayliss, associate professors at the University of Cincinnati astrophysics 

department gave their expertise, opinion, and insight into these different databases that they 

believe should be incorporated into the application and would be of use. The main databases 
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that continually were of interest throughout the discussions included Gaia, SDSS, and the Dark 

Energy Survey. Gaia is an observatory mission conducted by the European Space Agency to 

create the largest 3D map of the milky way galaxy, which hosts information on nearly 2 billion 

celestial objects (1% of the milky way galaxy). The Sloan Digital Sky Survey, known as SDSS, is a 

survey consisting of information on distant stars and galaxies using spectral imaging and 

spectroscopy. Finally, the Dark Energy Survey is a survey mapping different celestial objects in 

hopes of understanding dark energy. For the goal of this module, it was decided to use Gaia, 

particularly Data Release 3 (DR3), to map different objects within the application, due to its vast 

range and consistency of data on celestial objects. What emerged from one of the discussions 

with the professors was the idea of merging two of these databases, thus providing information 

from both databases on any celestial object from within the application. In the astronomy 

community, this is known as cross matching an object between two databases. A complex 

algorithm is required to combine this information, so it was decided to focus on only one 

database, Gaia. Cross-matching could be a feature further expanded upon in the future, which 

supports the research goal of expandability, but was beyond the scope of the current module. 

Also, other databases could also be included in the module if required for a specific application. 

Now, with Gaia being the main database we would be working with, parsing this data, and 

extracting certain information was important to keep the scope of this limited due to several 

factors. Firstly, Gaia contains around 2 terabytes worth of data, which would be unnecessary for 

this application, and secondly, this would serve as a testing ground for what could be possible 

within our module. With that being said, to extract information from the Gaia database, the 

programming language Astronomical Data Query Language (ADQL) was used from within the 

Gaia archive. Approximately 1000 random objects were chosen with information regarding their 

positionality, specifically their parallax, inclination, and declination. Gaia provides a wide variety 

of data on these objects, however, only the positions were extracted for the purposes of testing 

this module. The positionality information of these celestial objects was then converted to be 

used in UE5, which then would be mapped (see Appendix B). As with (a), part (b) is mapped in 

real time in UE5 during the operation of the application, which is used as a visualization of the 

objects. A note is that the purpose of this research is to create an expandible or modifiable 
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framework, so this other data provided by Gaia can be incorporated in the future of this module 

in the overall framework if an application requires it. 

The second module of the framework is mapping this imported data. With the data 

being readily available from the different databases, applying this information in UE5 is simple. 

What needs to be considered however, is that the data on objects inside of the solar system are 

separate from the data of the objects outside of the solar system (NST and Gaia respectively), 

and the importance of this lies with the type of data being measured. NST provides data given 

at any point of time that you require due to its prediction and calculation capabilities, whereas 

Gaia provides data from only one reference of time (when that data was collected). As a default, 

for this framework it was decided that NST maps the object the same moment in which the 

application exists, meaning celestial objects are shown exactly how they are now in real-time. In 

the next discussion of the module of the framework, time manipulation will further explain this 

concept for NST. For Gaia, because the data is from one reference of time, the data is mapped 

how it was captured (Gaia DR3 data was collected between 25 July 2014 (10:30 UTC) and 28 

May 2017 (08:44 UTC) spanning 34 months). For NST data, the position, orientation, and scale 

are used to map the objects, and for Gaia, only the position is used to map the objects (see 

Appendix C). This module leaves many ways of expanding or modifying existing functionalities 

for any application, which ties back to one of the main goals of this research of expandability. 

For example, more Gaia data can be incorporated with proper optimization (limitations of this 

will be discussed in more detail later in this section), or scale for objects is different relative to 

each other, thus catering to an application that requires a visually appealing model.  

Before moving onto the last module, it is important to talk about some of the hardware 

used throughout the period of this research. In recent years, virtual reality has seen many 

iterations of systems with notable companies including Valve, Meta, and Microsoft. In this 

particular research, it was decided to use the Meta Quest 2 for a multitude of reasons. Firstly, 

this system is the most accessible to individuals looking to get an entry-level virtual reality 

system. Secondly, it has easy compatibility with UE5 through the OpenXR platform. OpenXR is 

software responsible for connecting different virtual reality devices to platforms like Windows. 

Fortunately, UE5 has a plugin for OpenXR, making virtual reality development simple. The Meta 
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Quest 2 comes with a head mount display (HMD) which provides the virtual reality aspect to the 

user. The Quest 2 also has two controllers with different buttons serving different functions. This 

gives developers the ability to incorporate many interactive elements in their applications using 

these controllers, which is where this hardware comes into this research. For the last module of 

creating interactive elements, the development process consisted of programming different 

buttons on the Quest 2 to serve different functions, such as popping up of a menu or movement 

of the cursor. 

The last module of the framework is creating interactive elements. This part of the 

framework caters to certain applications but can be modified or changed to cater to suit any 

application with specific needs. There were a few main interactions implemented which 

includes: teleportation, scale manipulation, time manipulation and highlighting. These 

interactions (besides highlighting) can be accessed through a simple menu as a part of this 

module. This menu appears when the user clicks the button “B” on their Quest 2 controller. 

Now, there will be a brief overview of each interactive function discussed previously.  

Teleportation serves as a way of moving around the play space with a given model. With 

virtual reality, movement is restricted to a certain area, so teleportation is a way of bypassing 

this restriction. When the user chooses teleportation, they can choose from a list of celestial 

objects they want to teleport to. When the teleport occurs, the user is moved to the location of 

the celestial object. 

Scale manipulation serves as a way of changing the scale of the given model. When the 

user chooses scale, they can choose whether they want “visual” or “realistic” scale. “Visual” 

scale refers to the celestial objects relative to each other are visually appealing, meaning the 

scale is not based off the real-life scale of these objects relative to each other to allow for better 

viewing of the model. In this example, the sun may appear smaller, with the planets appearing 

closer to the center of the system but at a size that is visible, and the Moon is at a comfortable 

orbit around the Earth. “Realistic” scale refers to the celestial objects relative to each other are 

realistically represented. This means what the user sees is exactly how the objects appear in 

real-life. This is useful in cases where you want to learn about the solar system and see the 

exact scale, distance, and other spatial indicators of the objects. Now in this case, generally the 



12 
 

planets appear small compared to the sun, and the distances are vast. The scale manipulation 

menu also contains a draggable slider, that the user can change with the cursor provided by the 

Quest 2 joystick button. This slider will dynamically change the scale of the entire model 

depending on the position of the slider. The exact size of the model is described in the scale 

menu. This gives the user the ability to change the scale of the model at will, which can be 

useful in cases where understanding the scale of the celestial objects is important. 

Time manipulation serves as a way of changing the time of the solar system model. The 

NST time concept was mentioned earlier, however, it is important to expand on the 

understanding of time for this particular module. With each moment of time in the application, 

the NST data is updated to the specified or set time. As default, this time is set to now as stated 

in the previous module; however, the time could be set to any other time. For example, the 

time could be set to 4 months, 25 days, 3 hours, and 15 seconds into the future, and NST will 

calculate and predict the exact position, orientation, and scale of the planets at that point in 

time, the data will be mapped in real time, then this data could then be visualized through 

virtual reality. With that understanding, the time manipulation module allows for users to 

choose the point in time they want to view the model. They can choose days, months, or years 

to go into the future. A draggable slider is present that the user can change with the cursor 

provided by the Quest 2 joystick button. This slider will dynamically change the time of the 

entire model depending on the position of the slider, which updates the model in real time. 

There is also an indication of what time you are looking at in the time menu. An example where 

this could be useful is when a user wants to see the exact position of a planet 15 days into the 

future.  

The last interactive function implemented in this module is called highlighting. 

Highlighting serves as a way of allowing the user to open optional information on various 

celestial objects in the model. When the user moves their controller over a desired object, a 

details panel appears above the object, giving the user additional information on the object 

such as the name, radius, position, and other relevant information. As soon as the user removes 

their controller from that area, the details panel becomes hidden. This is useful in cases where a 

user is learning various information about the different celestial objects in the solar system. 
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Now, it is important to mention that these interactive elements were chosen for 

applications as stated in the descriptions. If there is requirement for an application that needs 

other interactive elements to be included, this module can be changed or expanded upon to 

suit the need of that application.  

With the different modules of the framework of the application being discussed, it is 

important to understand the limitations of this application and its framework that were 

discovered or purposely implemented, as well as challenges faced during the research period. 

Firstly, incorporating more than a certain number of objects within the model causes undesired 

effects such as light flickering and performance drops in UE5. This restricts the current 

framework to a certain number of objects, which after testing proved to be approximately 1000-

5000 objects. Now, in the future, it would be vital to optimize certain areas of the framework to 

support an increasing number of objects. Because of the large number of objects, it was also 

difficult to create interactive elements with the Gaia data. In the future, having various 

interactive tools like zoom in to the object, highlight, etc., that works with the Gaia data would 

open doors to many applications in different fields of space science and SED. The biggest 

challenge that was faced was, with the given time for conducting the research, the main 

modules discussed in this section were the only features that were feasible to create in this 

period of time. In the future, it would be important to expand upon the current system to cater 

to other applications in the different areas of space science and SED. Even so, with the current 

system, many use-cases in different areas of space science and SED can already be discussed, 

such as an educational learning tool or solar system visualization tool. Its good to mention that, 

although the modules discussed are the only ones incorporated in the current framework, they 

serve as the groundwork for other modules to be built upon. The goal of the research was to 

create an expandable 3D virtual reality model and application that serves as the basis for other 

applications that require other functionalities, and it is evident to state that that goal was 

accomplished.  
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Results 

 This section will discuss the results of this research. After the period of this research 

following the software development protocol and different conceptual frameworks, we have a 

fully interactive, accurate, easy-to use 3D virtual reality application for the Oculus Quest 2 that 

uses real publicly available data to map different celestial objects. An example of the solar 

system model created by the NST data is shown in Figure 4.  

Figure 4 

Solar System Model, SpaceXR 

 

An example of the Gaia data mapped in the application is shown in Figure 5. 

Figure 5 

Imported Gaia Stars, SpaceXR 
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Here is an example of how the menu for the interactive elements looks like in Figure 6. 

Figure 6 

Interactive Elements 

 

The current conceptual framework for the application is made up of different steps or 

“modules” which consist of the following: importing data, mapping the data, and interactive 

elements. The first module, importing data, implements various importation methods for 

databases containing data on celestial objects in the solar system, and outside of the solar 

system. The second module, mapping the data, implements ways of mapping this imported data 

into Unreal Engine 5, and bridges the gap between this data and virtual reality to create a 

visualization of this data. The last module, interactive elements, implements ways for the user 

to interact with the mapped model of different celestial objects within the solar system. 

Conclusion 

After understanding the methods, processes, and results, we can conclude this research. 

The current application, a fully interactive 3D virtual reality model, can assist in different 

problems faced by various areas of space science and SED, such as creating an educational 

learning tool in a classroom setting or solar system visualization tool in a work setting. This 

application also serves as a basic platform for other applications to build upon through the idea 

of “modules” or building blocks involved in creating the framework of the application. The 

current framework includes the following modules: importing data, mapping the data, and 

interactive elements. Each module can be modified or added upon to suit different space 

science or SED application’s needs. One of the goals of the research was to create an 

expandable 3D virtual reality model and application that serves as the basis for other 
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applications that require other functionalities, and it is evident to state that that goal was 

accomplished.  

Some of the limitations include restrictions on the number of objects permitted before 

software bugs and drops in performance in UE5 was visible. Optimization of the software can 

help increase the permitted number of objects and increase the overall performance of the 

application. Another limitation is, with the restricted time, other modules useful for various 

areas of space science or SED could not be developed. In the future, these modules can be 

added onto the current framework to assist in any visualization problem faced. One example of 

a problem like this goes as follows: an engineer requires a prediction of how a rocket will be 

affected when flying by a celestial object, so the software can be modified to handle orbital and 

gravitational predictions, accurately mapping this data in real time, where then the engineer can 

visual the prediction in 3D space. This example, along with many other problems faced by 

scientists, educators, engineers, and other fields under the space science and SED umbrella can 

use this software to create applications suitable for their particular needs to solve those 

problems. 

Next Steps 

 This research set the basis for what this software can achieve. In the future, there will be 

several modifications and additions that would greatly benefit the capabilities of this 

application. Some necessary steps include optimizing the software to handle more objects. This 

opens the door to including more complex, higher fidelity, and visually stunning models, 

leveraging UE5’s realistic computer graphical capabilities. Another necessary step is 

incorporating interactive elements with the Gaia data. At the moment, only the NST data can be 

interacted with, and translating this to other data will greatly expand the capabilities of this 

software. Also, one of the goals of the research, creating an expandable piece of software 

capable of handling modifications and changes, gives this software a plethora of directions it 

can go. The concept of modules gives any user, as long as they understand the modules and the 

framework of the application, the ability to create any solution for their problem. For example, 

creating an orbital prediction module that calculates and displays an object’s orbit as it passes 

by a celestial object, which can then be visualized in virtual reality. The overall goal is to make 
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this software as accessible as possible, leveraging on the concept of modules, so polishing this 

concept will make this software go a long way. In the end, as long as this research inspires or 

benefits an individual, it has achieved its goal. 
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Appendix A 

NST position, orientation, and scale code 

 NST functionality allows for precise calculations of different variables. In UE5 we use 

MaxQ’s functions to access NST’s capabilities. In this case, we wanted the position, orientation, 

and the scale of a particular celestial object. Figure 1 demonstrates the code that calculates the 

location of the object. Figure 2 demonstrates the code that calculates the size of the object. 

Figure 3 demonstrates the code that calculates the rotation of the object. Figure 4 

demonstrates how the transform is calculated using the other functions. 

Figure 1 

Location Blueprint Code 

 

Note. The function starts with getting the name of the object, then uses the function “Spkpos” 

given by MaxQ to get the precise location information of that object. This data is converted to 

UE units, and scaled down to fit UE5’s play area. It returns the location vector of that object. 
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Figure 2 

Size Blueprint Code 

 

Note. The function starts with getting the name of the object, then uses the function “bodvrd 

SDistanceVector” given by MaxQ with the item parameter set to “RADII”. This gets the precise 

radius, or scale of the object. This data goes through multiple conversions and is scaled down to 

match the location. It returns the scale vector of that object. 

Figure 3 

Rotation Blueprint Code 

 

Note. The function starts with getting the name of the object, then uses the function “SxForm” 

to get the state transformation. This gives information on the rotation and angular velocity of an 
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object. This is then converted to a quaternion, then transformed into UE5’s units, returning the 

rotator for that object. 

Figure 4 

Transform Blueprint Code 

 

Note. The function starts with getting the name and index of a particular object. Prior to this 

function, objects were already initialized and given an index. The location, size, and rotation are 

calculated with the functions shown earlier, then the transform is created and returned. The 

object with the index is then given this transform to complete the mapping. 
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Appendix B 

Gaia data extraction and import into UE5 code 

 To extract the data from the Gaia DR3 database, coding in ADQL is required. This 

language allows you to query up the specified data you require. In this case, we need the 

“source_id” (the object id), the “ra” (inclination), the “dec” (declination), and the “parallax”. 

Different parameters were passed that prevented unwanted data from being extracted from the 

database as shown in Figure 1. 

Figure 1 

ADQL Gaia DR3 Code 

 

Note. In the first line, we query the top 1000 objects with their associated “source_id”, “ra”, 

“dec”, and “parallax”. The second line indicates where we want to extract this data from, in our 

case DR3. The following two lines prevent unwanted data and outliers from being extracted. 

Once we have this data queried, we can download this data into a .csv file as shown in 

Figure 2, where we can then manipulate the data. 

Figure 2 

CSV Download Query 

 

Note. We can download the queried data by clicking the download button, and making sure the 

download format is set to “CSV”. 
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 Next we take this .csv file and calculate all of the needed values that we can use in UE5. 

First, we find the distance in parsecs which is calculated using 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =  
1

𝑃𝑎𝑟𝑎𝑙𝑙𝑎𝑥
. Then, using 

some trigonometry, we can calculate the X, Y, and Z associated with the inclination, declination, 

and distance. For X we use the formula (𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 ∗ cos(𝐷𝑒𝑐𝑙𝑖𝑛𝑎𝑡𝑖𝑜𝑛)) ∗ cos(𝐼𝑛𝑐𝑙𝑖𝑛𝑎𝑡𝑖𝑜𝑛). 

For Y we use the formula (𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 ∗ cos(𝐷𝑒𝑐𝑙𝑖𝑛𝑎𝑡𝑖𝑜𝑛)) ∗ sin(𝐼𝑛𝑐𝑙𝑖𝑛𝑎𝑡𝑖𝑜𝑛). 

For Z we use the formula (𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 ∗ sin(𝐷𝑒𝑐𝑙𝑖𝑛𝑎𝑡𝑖𝑜𝑛). To convert from parsec to lightyear, 

we multiply the value by 3.262, and then from lightyear to kilometer by multiplying by 

30856775812800. These calculations are and the associated values are shown in Figure 3. 

Figure 3 

CSV Data 

 

 This csv file is then imported into UE5 as a data table, parsed and consequently mapped. 
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Appendix C 

Mapping data code 

 For this particular part of the process, we must take the imported data from both the 

NST and the Gaia data, and properly map this data into UE5 units. For NST, we have the 

transform available from calculating it previously. Generally, the distance and the scale of the 

transform is manipulated to be smaller, due to the size restrictions UE5 has in place. This 

manipulation of the transform is what allows users to manipulate the scale during the 

interaction. For the Gaia data, this data is imported as a data table, which is then parsed and 

mapped. Figure 1 demonstrates this process. 

Figure 1 

Gaia Celestial Object Map Function 

 

Note. The function starts by parsing the data table in a for loop, and getting each column of 

each row. The kilometer value is then used but is scaled down and clamped to a certain value 

range. The clamp is in place to prevent extremely large values from positioning the star far 

enough away where the user can’t see it. This value is then converted to a transform and 

applied to an object. The “Add Instance” function is important when dealing with a large 

number of objects. In this case, we have over 1000 objects, and rather than create a new mesh 

for each object, we re-use the same mesh, but create an instance. This technique allows for 
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many more objects to be created. Each time an instance is created, we apply this transform to 

that instance. 

  


