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A b s t r a c t

Data is presented identifying a major gap between two-dimensional (2D) 
communication modalities and actual learning of its content.  It is proposed 
that information designers can create formats that are cognitively more 
effective by incorporating constructs from the cognitive sciences.  In order 
to effectively design information for learning, an understanding of how 
the brain processes information is important and presented.  In addition, 
application of cognitive constructs have the potential to guide designers in 
creating cognitive-based information designs (CID).  Seven cognitive  
constructs are discussed that can directly impact the effectiveness of  
information formats.  
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I n t r o d u c t i o n 

The ability to develop and understand written communication is a hallmark 
of human ingenuity. Over time Western cultures moved from simple scratch-
es to pictorals and complex symbol systems that emerged as alphabets. 
As time progressed, written communication in the Western world became 
more dependent on forming words [text] with alphabets. Apparently word-
forming alphabets provided needed clarity to symbol and image-based 
messages. (Dehaene, 2009)

The Gutenberg press and other tools for mass production of 
communication made text-based communications easier to create thus 
providing the vehicles for text to become increasingly dominant. In other 
words, Western communication became more reliant on text-based presen-
tation of key concepts while images and symbols became less dominate.

At first, only selected populations were taught to read text. To-
day however, the majority of people in the Western world are taught how to 
read text. Since reading text is not an innate human ability such as walking 
or talking, special training is required. Statistics show that some people learn 
to read text easier than others. (See figure 1) 

According to the 2013 National Assessment of Educational 
Progress (NAEP) report many U.S. high school students cannot read above 
5th-grade level and 25% of seniors score below basic reading level.  As 
shown in Figure 1, U.S. students scored well below the total 500 points pos-
sible within each grade level tested. During a similar period, an international 
comparison of students using a 1000 point scoring total, showed that U.S. 
students’ average reading score was 498/1000 points, ranking the U.S. 20 out 
of 21 countries tested. (NAEP, U.S. Department of Education, 2013.)  These 
statistics indicate the U.S. education system has a major communication 

F i g u r e  1

NAEP reading scores.  
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challenge in teaching reading literacy that needs to be further addressed. 
Among those who can read text, statistics show that some 

understand text content better than others. The question is: What percent-
age of people in the U.S. can both read text and accurately understand its 
content? In other words, how many people are estimated to be proficient in 
reading literacy?1 

Data from the U.S. Department of Education, National Center 
for Education Statistics’ publication The Condition of Education 2014 (NCES 
2014-083) indicate that only 13% of adults were at or above Proficient in 
reading literacy. Conversely stated, 87% of adults rank Below Proficient in 
literacy ability. (See figure 2) 

                
   
In this study literacy was defined as being able to use “…

printed and written information to function in society, to achieve one’s 
goals, and to develop one’s knowledge and potential.” The study identified 4 
levels of performance:

“Below Basic, Basic, Intermediate, and Proficient…13 percent of 
adults were at or above Proficient (indicating they possess the skills neces-
sary to perform complex and challenging literacy activities) in 2003.” (NCES 
2014-083)

Therefore, the number of readers in the U.S. who have difficulty 
reading or correctly interpreting text represents the majority of the adult 
population. It is a sad irony - at a time when our culture is being inundated 
with information – that the majority of U.S. citizens may have difficulty or 
can not properly interpret or correctly understand what they are reading. 
This poses a pivotal challenge to professionals whose job it is to effectively 
convey information using text. 

I n v e s t i g a t i n g  T e x t  F o r m a t s

Any number of variables could be contributing to this situation. Upon a 
review of research addressing this topic, it became apparent that com-

1  In this article ‘reading comprehension’ is defined as comprehending individual words and units of meaning 
while ‘reading literacy’ is the ability to transfer and understand how that knowledge fits into the larger arena of daily life.

F i g u r e  2

Adult literacy percentiles.
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paratively few scientific studies have focused on how information is being 
formatted for authentic, or everyday real-world, materials used for transmit-
ting information. 

Existing experimental cognitive research that has been applied 
to information design is often simplistic in form and not parallel to the 
complex imagery of learning and daily life. For example, one such stimulus 
was comprised of tilted T’s, L’s, X’s and sideways T’s placed among upright T’s 
(Beck, Jacob 1974).  Subjects were observed as to how they discriminated 
like shapes. This type of format would not normally be seen in authentic 
formats of reading material. Another such example shows a shape that 
looks like an upper case H tilting backwards therefore presenting the top 
end points of the H closer together than the bottom end points (Solso, R. L. 
1999). Interpretation of whether the symbol is an A or an H can be depen-
dent on what letters are placed on either side of the tilting H. For example, 
is the word ‘CAT’ or ‘THE’? This exercise demonstrates how the brain may in-
terpret the same letter in different ways depending upon its context. These 
examples are both valid but do not reflect the type of materials read in real 
life situations. Therefore we chose to take a closer look at how the format-
ting of information in authentic applications might impact reading literacy. 

After several years of researching this issue, we posit that the 
way information is formatted may be as important to literacy, or under-
standing the content, as the content itself. Additionally, we posit that in 
order to increase reading literacy, experimental studies are needed focusing 
on how the formatting of words, images, shapes, space, and symbols affect 
the processing of information using authentic materials.

We acknowledge the need and importance of reading  
text-based material and whole-heartedly support continued efforts in  
improving reading skills. We also acknowledge that there are specific forms 
of reading materials that require a predominantly text-based format. How-
ever, text-based materials are not the only format for presenting informa-
tion found in manuals, brochures, textbooks, posters, or when the topic 
addresses such subjects as science, technology, engineering, mathematics, 
or procedural knowledge. We propose that there is a significant need for a 
broader range of formats that could enable the other 87% of the population 
to more readily access and understand written content in two-dimensional 
(2D) format. Two such formats are: 1) visual-based formats, and 2) cognitive-
based formats.                                                  

Visual-based formats present information through a fluid 
reading format that incorporate words, images, shapes, space and sym-
bols. These visual-based design formats are known by a variety of names 
including but not limited to, information graphics (Lankow, Ritchie & Crooks, 
2012), information architecture (Wurman, 1997; Wurman, Whitehouse, Sume 
& Leifer, 2001) and visual language2 (Horn, 1998; Tufte, 1997) . For simplicity 

2  The terminology ‘Visual Language’ has varied meanings to different groups. For some, it means comic 
book and/or graphic novel language, for others manual hand sign language, and yet others use this terminology when 
describing infants looking at written words. 
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sake, in this article, we refer to these types of information design as visual 
language. These formats have become increasingly common in popular 
culture. However, predominantly text-based formats remain the standard 
vehicle for transferring information when using 2D formats. 

Cognitive-based formats present information using con-
structs from fields of science. The fields of science and those fields applying 
experimental scientific research methodologies that we looked at included 
cognitive psychology, educational psychology, neuroEducation, neurosci-
ence, science of human development, and ophthamaology. Formats based 
on cognitive constructs from these fields present information in ways that 
parallel how humans are thought to actually process information, build 
knowledge, and facilitate recall. Designing these formats entails following 
specific constructs using words, images, shapes, space, and symbols.

Designs for information constituting visual-based formats 
may also contain various cognitive constructs – be it a result of intention, 
good design, or intuition. However, the cognitive-based formats are created 
solely based on vetted experimental scientific research findings, using only 
cognitive constructs to guide how each variable (words, images, shapes, 
space, and symbols) is used. From a reader’s viewpoint, the untrained person 
may not be aware of whether the format being viewed is visual-based or 
cognitive-based. However, for those trained in cognitive-based formats, the 
differences between the two types of formats are readily apparent. While 
researching which cognitive constructs could be valuable tools for design-
ing information, we noted similar principles discussed in graphic design 
literature.  A synopsis of cognitive constructs and the complementary 
graphic design principles are shown in Table 1. The first column identifies 
the cognitive trigger each construct influences. The second column identi-
fies the cognitive constructs.3 The third column identifies complementary 
principles from graphic design.  

B a c k g r o u n d 

The following discussion addresses each of the seven cognitive constructs 
listed in Table 1, indicating the role each has in designing formats. These 
constructs affect essential elements for learning that can influence atten-
tion, knowledge-building, and recall. These constructs were the first ones we 
vetted and do not constitute a complete list. 

3  The authors associated with each cognitive construct and graphic design principles are representative of a 
longer list of names associated with each construct and principle. Due to limited space in a Table only a few names could 
be included.
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A t t e n t i o n  F a c t o r s

A t t e n t i o n a l  C a p a c i t y . 

Humans have a limited attention span (Cowan et al,1999; Healey & Miyake, 
2009; LaBerge & Samuels,1974; Muller & Rabbitt,1989; Neely, 1977; Pass, 
1992; Pomplun et al, 2001; Posner et al,1980; Rosenthal et al, 2006) that var-
ies according to type of activity and working memory capability (McVay & 
Kane, 2012). In order to understand communication it is necessary to remain 
engaged long enough with the material in order for the brain to make sense 
of what it is seeing. Brain imaging studies have shown that the brain works 

T a b l e  1
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harder to make sense out of a word it does not know compared to a word 
it recognizes. The brain takes longer to identify unfamiliar words taxing our 
limited attention span.

In an effort to encourage readers to stay engaged with the ma-
terial, using elements that can be interpreted more quickly than text, such 
as images and symbols, may prolong engagement. (Carney & Levin, 2002; 
Pelli et al, 2003; Horn 1998; Mayer &. Gallini, 1990; Mayer et al, 1996; Sweller, 
2010.) Logic implies that longer engagement with content increases the 
probability of learning.  When trying to teach someone about a new concept 
or procedure, speed of understanding the material may in turn contribute to 
further engagement. If new or topic-specific vocabulary is to be introduced 
in the material, it appears that these words may need to be introduced prior 
to seeing it in the context of the material in order to present information 
that is readily digestible; ready to be applied to prior knowledge and added 
to the readers vault of knowledge.   

LaBerge and Samuels (1974) have stated that coordination of 
learner attention to the component processes of reading is crucial. If, for 
example, one component, perhaps decoding, requires too much attention, 
the limits of attentional capacity of the reader may result in poor compre-
hension or difficult-to-“cure” (non)reading habits.4 (Chall, 1996) Therefore, 
the need for instructional material to capture readers’ attention and keep 
them engaged is particularly important for readers who may need to be led 
into focused learning. Using cognitive constructs that have been scientifi-
cally proven to impact information processing may encourage increased 
engagement with the content presented. (Tetlan, 2013)

To date, text-based learning and information materials have pri-
marily focused on the basic elements of language (e.g. word parts and types, 
sentence content and structure) with modest attention paid to the format 
and presentation of that content or the possible effect that format design 
might have on readers’ overall comprehension. Current format of informa-
tional materials - e.g., manuals, worksheets, books, pamphlets - are often 
presented and structured in a primarily linear text format. In these formats 
lines of text consume the majority of the page and are tightly compact in a 
linear modality, creating the following: 

difficult to find information; 
the necessity for focusing on maintaining a long linear  
scanning sequence that disallows time for the brain to process 
the information;
difficult to re-locate site of reading when the eyes momentarily 
shift from the point of reading. 

Each of these can discourage continued engagement with the material. 
Based on what we now understand about the relationship between neural 
functioning, perception, and comprehension, it has become clear that these 

4  According to Pugh et al (1997), 75% of third graders who are poor readers will still be poor readers  
in high school. 
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linear run-on formats do not mirror the neural functioning which directly 
impacts information comprehension, retention, and retrieval. (Dehaene, 
2009; Horn 1998; Pelli et al, 2003; Sweller,1994,1989,1988.) 

Another weakness of this format can be the placement of the 
image. Usually, the eye will be drawn to an image before text since the view-
ing capacity for shapes can be three times the size of capacity for viewing 
text.5 (Mims, 2011) Therefore, placing an image to the right of text attracts 
the eye first to the image at the right, requiring the reader to visually back-
track to the left in order to read the text. This can weaken reader engage-
ment due to limited attention span. 

S p l i t  A t t e n t i o n 

Split Attention refers to the necessity for readers to visually seek, find, and 
combine information found either on separate pages or in non-sequential 
areas of a single page that require physical/mental integration of the infor-
mation in order to accomplish complete knowledge construction. (Ayres & 
Sweller, 2005; Levie & Lentz, 1982; Mandl & Levin, 1989) An example of this 
was found in a currently used text book that had images of an aircraft catch-
ing a space capsule while the text talked about propulsion, aerodynamics, 
structural engineering, Midas and Samos rockets, thrust, and military bases 
in England (Chester, 1960). The information in the visual images did not 
complement the information in the text of that page. However, the informa-
tion relating to the images could be found on later pages, requiring the 
reader to seek out and combine the information.   

C o g n i t i v e  o v e r l o a d 

Cognitive overload occurs when the brain cannot process what the eye is 
seeing due to receiving more cues than it is able to decipher. As discussed 
in more detail later in this article in the section on Information Processing, 
the brain can process only a certain amount of information at one time (3-7 
items). When the incoming stimuli is more than the brain can process it can 
be overwhelming, encouraging disengagement with the material. (Sweller 
1994; Moreno & Mayer 2000; Plass et al, 2003.) Sweller (1994) noted that the 
design of materials that considers “both intrinsic and extraneous cognitive 
load can lead to instructional designs generating spectacular gains in learn-
ing efficiency” (p.185). He further states that those designs causing extrane-
ous cognitive load can be fatal to learning. (p. 226). 

For example, Figure 3 illustrates how cognitive overload can 
occur when: the spacing of words, images and symbols are too uniformly 
spaced; there is no clear division of sub-topics (lack of chunking); no 
definitive hierarchy of information or identification of the 3-5 major points 

5  Research into the human visual field indicates that we can clearly indentify shapes within a 30° range while 
text can only be clearly interpreted within a 5-10° range of the visual field.
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to remember; and an overall high level of element interactivity. These are 
common problems with infographics. The example below is better than 
many infographics in its ability to guide patient readers through its use of 
symbols and color. For many viewers, this type of presentation of informa-
tion contains too much information resulting in a type of brain freeze that 
discourages attention to the presented information. Attention is necessary 
in order for the brain to begin piecing the information together to gain 
understanding and build knowledge.

 Figure 3. Example of Cognitive Overload. 6

Another variable that leads to cognitive overload is Element 
Interactivity. This is an overuse of visual elements using lines, symbols, and 
color that are extraneous to the content. Any extraneous visual element, 
such as shadow boxes, can interfere with processing the intended content. 
Therefore, interactivity when not intrinsic to the content can impose a cog-
nitive load that conversely interferes with learning. (Sweller, 2010).  

The Cognitive Overload construct is important to the de-
sign of information. It basically states that the maximum load the human 
information-processing system can handle dictates the amount of informa-
tion that can be successfully received. This suggests that designers reduce 
both the intrinsic and extraneous information in learning formats in order to 
limit cognitive overload. (Sweller et al, 1990) We can re-shape the design of 
information materials to reduce cognitive overload by:

Deleting redundancies & using words concisely
Grouping units of thought in spaces that the reader can visually 
take-in as a single unit of information 

6  From Understanding Debian by Ferreira, Claudio, 2013 Infographic. http://cfnarede.com.br/infografico-do-
debian. (Accessed November 5, 2015). Reprinted with permission.

F i g u r e  3

Example of Cognitive 
Overload.6
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Limiting the number of fonts and colors used 
Balancing words with images, symbols and space 
Limiting the amount of lines and shapes used to only those       
that enhance understanding and flow of information. 

K n o w l e d g e  B u i l d i n g  F a c t o r s

I n f o r m a t i o n  P r o c e s s i n g  M o d e l s

Information Processing Models provide a general framework for how 
information is processed. Information is perceived through our sensory 
organs (sight, hearing, touch, taste, smell). In this model, human brains have 
a capacity to hold 3-7 units of information at a time for a duration of 0.5 to 
3 seconds. Those units that are captured and deemed relevant proceed to 
the brains working memory areas. Working memory can be maintained, in 
general, for 5 to 15 seconds. It is during this time that the brain is attempt-
ing to make sense of the units. In order for that to occur the brain will either 
attach the units to some form of prior knowledge or deem it irrelevant and 
proceed to delete the unit/s. Those connections made need to be repeated 
and rehearsed in order for that information to be encoded for  
longer-term memory. 

Studies looking at the memory aspect of information process-
ing reinforce that the brain spends only limited time in deciding whether 
the perceived units of information are important enough to pass on to 
working memory. Therefore, logic implies that units of information that take 
less time to decipher and provide clarity of relevant meaning are more likely 
to make it to the coding and recoding stages (working memory). This is one 
reason why pertinent images facilitate the uptake of information over text 
which can take longer to decode and recode.7 Therefore, currently designed 
instructional materials which emphasize text over visual forms of informa-
tion, may present information in ways that can create cognitive overload 
thereby lessening opportunities to learn. (Sweller,1994; Mayer et al,1996; 
Mayer & Moreno, 2003; Song & Schwarz, 2008) 

Research performed by cognitive psychologists on methods 
of visual instruction suggests the potential for integrating visual-based 
interventions in learning acquisition. These cognitive psychologists include: 
Holley and Dansereau (1984) - effects of spatial elements on learning; Wad-
dill, McDaniel and Einstein (1988) - inter-relationships of text and illustra-
tions; Weidenmann (1989) - difference between effective and ineffective 
illustrations; Winn (1987) - effective use of diagrams, charts and graphs in 
learning materials; Carney and Levin (2002) - scoured decades of research 
and concluded that “Pictorial illustrations still improve students’ learning 

7  See Neuroscience and the Physiology of Reading later in this article for more detail on reading text. 
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from text” (p. 5); and Mayer and Moreno (2003) - addressed the processing of 
pictorial materials.

Decades of research by both psychologists Richard E. Mayer 
and John Sweller, give strong support to the need for materials to be de-
signed for learning and not just for presenting information. Their separate 
and numerous studies have looked at cognition, working memory, and 
instructional designs. In research by Sweller pertaining to computer training 
manuals, one user group was given the traditional manual which required 
readers to split their attention between the manual, a video screen, and 
their keyboard while a second group was given modified manuals contain-
ing the pictures and image of a keyboard all visually located on one page. 
The results showed the group with the modified manuals took less time to 
learn the subject, scored higher on a test about the program, and displayed 
higher accuracy skills applying the program than the group using the tradi-
tional formatted manual.
Sweller summarized the relationship of formats for learning by noting that— 

(a) Schema acquisition is a major learning mechanism when 
dealing with higher cognitive functions; they are designed to 
circumvent our limited working memories while encouraging 
our highly effective long-term memories. 
(b) A limited working memory makes it difficult to assimilate 
multiple elements of information simultaneously. 
(c) Under conditions where multiple elements of information 
interact, they must be assimilated simultaneously. 
(d) A heavy cognitive load is imposed when dealing with mate-
rial that has a high level of element interactivity. 
(e) High levels of element interactivity and resulting cognitive 
loads may be caused both by the intrinsic nature of the material 
being learned and by the method of presentation.  
(Sweller, 1994, 185)

Similar studies have been performed since Sweller’s study that reiterate ele-
ments of his findings. (Brünken et al, 2003; Clark & Mayer 2003; Mayer 2002; 
Pollock et al, 2002; Mayer & Moreno, 2003.) These points illustrate the need 
to design information with cognition in mind. This includes presenting infor-
mation in smaller chunks, or schemas that the brain can easily assimilate for 
long term memory. 

S c h e m a  A c q u i s i t i o n 

According to the developmental psychologist Jean Piaget (1958), a schema 
is a cognitive process whereby humans link incoming information to previ-
ously established units of similar information. It can be simple or elabo-
rate. As new information is added to a previous schemata, that schemata 
becomes more complex. Schemata can be visualized as building blocks of 
knowledge. They organize information according to meaning, and thereby 
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chunk the meaning of the information in ways that scaffold, or help build, 
understanding. Therefore, the redesigning of learning material that incorpo-
rates meaningful schemata could be essential to presenting stable chunks8 
of information thereby increasing accuracy of learning. 

Also linked to schema acquisition are other elements of design. 
Mayer and Gallini (1990) noted that theories of mental models (de Kleer & 
Brown, 1985; Gentner & Stevens, 1983; Kieras & Bovair, 1984; Larkin & Simon, 
1987; White & Frederiksen, 1987) support two elements of illustrations, 
system topology and component behavior, that enable learners to “build run-
nable mental models” (p. 715). System topology identifies the components 
and labels them; component behavior identifies the components and how 
they change, naming the parts, steps and sequences. According to cognitive 
psychology then, instructional materials that identify the components being 
discussed with labels while showing the steps of changes or movement, 
their names and sequences of the concept being taught, could provide 
improved learning tools and more effective transfer of information.

N e u r o s c i e n c e  a n d  t h e  P h y s i o l o g y 

o f  R e a d i n g . 

Understanding how information is processed through the eye-brain con-
tinuum provides a context for why properly designed materials could be a 
key factor in learning and improving reading literacy.  The following section 
provides a discussion on the eye; how it transports what it sees (stimuli) 
to the brain; and what the brain does with that data in order to be able to 
interpret the stimuli. If the way we are designing information is contrary to 
the processes of the eye – brain continuum, then perhaps knowing this, can 
influence creating designs that are better aligned with how the brain actu-
ally processes information. 

This discussion starts at the beginning of perception - with the 
way we see.9 Since the mid-1900’s neuroscience researchers such as Roger 
Sperry (1968, 1974, 1986) and S.M. Kosslyn, J. D. Holtzman, M. J. Farah, Gaz-
zaniga, M.S. (1985) have used brain- imaging techniques to examine how 
adults perceive the world. Research on human perception, especially in 
areas concerning the functioning of the eye and brain in the perception of 
information, is quite well understood. (Fanf & He, 2005; Hubel & Wiesel, 1962; 
Kreiman et al, 2000; Dehaene, 2009; and Batterink & Neville, 2013) 

The first level of processing visual information is in the retina. 
Stimuli from the viewed information travels through the optic nerve via the 

8  Stable chunks of information combine elements in ways that leave little room for misinterpretation of 
meaning. Unstable information allows the reader to arrange meaning according to the reader’s discretion and not 
necessarily according to the intended meaning.
9  This is a literal reference to ‘seeing’. Although blind people can read by ‘seeing’ through touch, ‘seeing’ in that 
context is considered to be figurative. However, recent brain research indicates that it is quite plausible that through the 
sense of touch, blind people actually can see the word in their brain.
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lateral geniculate or superior colliculus. The next level of processing occurs 
within the brain itself. However, “(w)hereas, the eye processes information 
sequentially, the brain is thought to do so in parallel operation”. (Solso, 1999, 
26) From the optic nerve, information “…is relayed 1) to the amygdala in the 
limbic system, for emotional analysis, and 2) to the visual cortex, two credit-
card-sized areas in the occipital lobes…” (Sylwester, 1995, p.62) 

“The visual cortex responds to different stimuli in different areas 
of the cortex...” (Hubel & Wiesel, 1965, 1979.)  In Hubel’s (1963) words “Each 
cell seems to have its own specific duties; it takes care of one restricted part 
of the retina, responds best to one particular shape of stimulus and to one 
particular orientation.” It processes the neural information into simple forms 
and shapes (Solso, 1999, 38) which are analyzed 

“…according to primitive features, such as vertical and horizon-
tal elements, angles, and curves (which) are ‘recognized’ and 
‘classified’ and dispatched to other parts of the brain…” (Solso, 
1999, 6). The purpose of this is “…for higher order processing 
which requires the neuron messaging to be combined with 
previous knowledge for further interpretation”  
(Solso, 1999, 30). (McClelland & Rumelhart, 1981; Dehaene, 
2009; Friederici, 2011) 
One element that needs to be visually deciphered while read-

ing are words and the letters that make up those words. Due to the impor-
tance of limited attention span a valid question is, which font type is more 
efficient for the visual cortex to decode? Serif or san serif?10 (See figure 4)   

Serif fonts have extraneous decorative elements added to the 
vertical and horizontal structure of the letterform whereas san serif fonts do 
not. (See Figure 5.) Because the brain needs to tease apart each line of a let-
ter, it therefore reasons that more time and effort are required for the brain 

to interpret serif fonts than sans serif. (Pelli et al, 2003; Wogalter et al, 2005.) 
For instance, as seen in Figure 5, a serif ‘T’ has five lines to decode while a 
sans serif ‘T’ has only two.  For example, the following sentence is presented 
first in a serif and then a san serif font:

10  ‘Serif ’ comes from the Dutch word schreef meaning ‘line’. 

F i g u r e  5

Lines in a font. 

F i g u r e  4

Example of serif and san 
serif fonts.
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The little red fox turned pink when feeling shy. 
[serif example]

The little red fox turned pink when feeling shy. 
[sans serif example]

When each of the letters in the serif font are broken down into 
individual lines, the sentence is found to contain 146 separate lines that the 
visual cortex needs to decode. Below is the serif sentence with correspond-
ing numbers beneath each letter representing the number of lines each 
letter has to decode. In comparison, the same sentence using a sans serif 
font contains only 77 lines to decode. (See figure 6)  

 

Therefore, in theory reading the sans serif font would be more 
efficient than reading the serif font thereby consuming less of the readers 
limited attention span. In this case, the sans serif sentence is nearly twice as 
efficient to decode than is the sentence using the serif font. These state-
ments are based on logic. Actual text reading performance depends on the 
interaction of many factors including font familiarity.

When stimuli reaches the visual cortex, the brain sorts the cues 
into categories. Rita Carter (1999) summarizes the identified areas of the 
visual cortex as follows (see Figure 7): “... V1 – general scanning; V2 – stereo 
vision; V3 – depth and distance; V4 – colour; V5 – motion; V6 – determines 
objective (rather than relative) position of object; ‘Where?’ path: V1-V2-V3-
V5-V6; ‘What?’ path: V1- V2 - V4.“ (p.112.)

                 Figure 7. ‘V’ locations in the brain.11

 
Other studies have focused on the ways in which perceived 

information is configured in the brain with attempts to document the loci 
11  V5 deals with motion and not the processing of 2D reading materials and therefore is not included.

F i g u r e  7 

‘V’ locations in the brain.11

F i g u r e  6

Counting letter lines in 
fonts.  
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of specific activities. (Kreiman et al, 2000; MIT, 1996; Roska & Werblin, 2001) 
These studies indicate that there is a difference in loci between reading 
words and making sense of them. In addition, when viewing a word the 
brain engages eight different processes in order to understand it’s mean-
ing: phonological processing; subvocal articulation; word meaning; color 
perception; making grammatical judgment about word gender; syntactic 
(sentence-level) processing; suppression of lexical properties of written 
words; and word-level orthography (visual word form) processing. This 
entire visual process, from the time stimuli enters the eye until the brain 
makes sense of it takes less than 1/3 of a second or c. 300 msec (Solso, 1999, 
34). This is an initial perceptual response to visual stimuli that triggers higher 
order cognitive processes resulting in more complex meaning making. 
(Hempenstall, 2006; Kamitani & Tong, 2005; Richards, et al 2006)  

P r i o r  K n o w l e d g e

Prior Knowledge refers to that knowledge already stored in long term 
memory. In order for new information to obtain meaning, it needs to at-
tach itself to prior knowledge. Therefore, if the new information is to be 
attached to the correct unit of prior information, designs need to include 
some trigger that evokes that prior knowledge. Providing links that activate 
prior knowledge have shown an increase in learning. (Gurlitt & Renkl, 2010; 
McNamara, 2001) Without triggers, the reader is left to evoke whatever unit 
of prior knowledge they think the new information should be attached to or 
deem it irrelevant and be dismissed. Presenting information without a link 
to the proper unit of prior knowledge is another form of presenting unstable 
information. This can lead to inaccurate understanding of the information, 
be it: a process to follow; the purpose of a product; or the place (unit) the 
information should be grouped with and stored. If the prior knowledge 
evoked is not compatible with the new information, prior knowledge may 
override the new information (Alvermann et al,1985; van Loon et al, 2013) 
resulting in non-effective transfer of information. 

Ways to activate prior knowledge include, but are not limited 
to: discussion of topic prior to seeing new information; visuals that stimulate 
memory; written questions; and providing worksheets or visuals that require 
readers to link associated topics or sub-topics. (Schmidt et al, 1989;  
Pressley et al, 1992)

R e c a l l  F a c t o r

T h e o r i e s  o f  E x p e r t i s e

Theories of Expertise note that experts facilitate information retrieval 
(recall) by grouping, or chunking, information. (Bereiter & Scardamalia,1993) 
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Formats that visually chunk information scaffold a reader’s ability to store in-
formation accurately and make long-term retrieval of that information more 
likely. Chunking information appropriately in a visual format “incorporates 
two or more elements into a single element, [and thus] reduces extraneous 
cognitive load and enhances learning” (Sweller, 1994, 193). 

Figure 8 is an example of how information can be chunked 
into meaningful and easily digestible units of information.  Notice how the 
overall visual image has been divided into 3 units. Each of these three major 
units are further divided into 3-4 units of information. A combination of 
words, images, symbols and space have been applied unifying the chunks. 
Lines and shapes were limited to only those that facilitated understanding 
and flow of information. 

Figure 8. Example of chunking information.12  

C o n c l u s i o n

There are no templates for using the cognitive constructs discussed in this 
article. The final design will depend on: the topic; the viewers developmen-
tal age and anticipated prior knowledge; which 2D format is being used e.g., 
print, multimedia; and what the designer is attempting to achieve with the 
information.

12  From “The journey from power plant to home” by J. Klein, (2012) Wisconsin State Journal, Vol. 172 No.22, page 
A1. Copyright (2012) by the Wisconsin State Journal. Reprinted with permission.

F i g u r e  8

Example of chunking 
information.12
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Also, there are more cognitive constructs that apply to the pro-
cessing of information than the seven constructs presented in this article. 
The seven selected have direct implications on how we present information 
for learning. Decades of research on how humans process information have 
provided us with insights into how the brain processes such information. 
Though there is much to be learned yet, we can begin to apply constructs 
that have been accepted by researchers and their respective fields in order 
to present information with better stability and clarity. 

In this article we have proposed that formats designed using 
such constructs could be an important key to improving reading literacy 
and learning with effective transfer and retention of information. Design for-
mats based upon these constructs have the potential to positively influence 
reading literacy for 87% of adults who rank Below Proficient in literacy ability 
(data from the U.S. Department of Education, National Center for Education 
Statistics’ publication The Condition of Education.) 

These constructs can serve as guidelines when designing visual 
information formats. Consciously applying relevant cognitive constructs to 
create units of graphic content that parallel how we process information 
may be the paradigm shift that could improve communication and facilitate 
transfer of stable information across a wider population of readers.
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