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Abstract     

Generative artificial intelligence (AI) is rapidly being adopted in diverse 
research contexts that, given the specificity of theoretical frameworks and 
research objectives, require a high degree of semiotic precision in AI output. 
With text-to-image generative models, the selection of subject matter and 
subsequent stylistic variation both have the potential to influence measur-
able desired outcomes. A major challenge in using generative models in 
design research is achieving a form of fidelity between a visual representa-
tion and a corresponding concept that must be conveyed. Scott McCloud’s 
Big Triangle categorizes a broad range of visual representational stylistic 
variation, largely based on comic art. We extend the Big Triangle with a 
more systematically described framework called the Pictorial Trapezoid, 
which offers greater control in producing new pictures with generative AI. 
We provide a case study of the process by which we developed the Pictorial 
Trapezoid, and demonstrate its efficacy for an additional two research use 
cases. In each case we differentiate project-specific criteria for selecting 
what is being represented and visualizing that selection. Finally, we describe 
how an AI might be trained for semiotic precision in distinct research 
contexts using the Pictorial Trapezoid.

Keywords
Artificial intelligence
Generative AI
Semiotics
Text-to-image
Visual representation
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Introduction
Generative artificial intelligence (AI) is actively and publicly transforming 
designers’ capabilities in professional creative work (Liu et al., 2023; Turchi  
et al., 2023), and design research will similarly be impacted. As design 
researchers seek novel ways to engage with text-to-image AI technology, 
they will need to exert control over visualization within the confines of 
rigorous investigations. Such control must address visual style, a major and 
well-documented component of generative imagery prompting (e.g.,  

“colorful risograph,” Midjourney, n.d.[a]), but little attention has been paid 
to how to make informed stylistic decisions in highly demanding research 
contexts where stylistic variation has the potential to influence measurable 
desired outcomes.

Even if generative AI can produce almost anything, 
it is unprepared to produce the right thing without proper guidance. We 
are concerned with the form that guidance can take in research contexts, 
and to that end we utilize the case of a research project that, due to its 
nuance, exposes an important distinction between representational fidelity 
and conceptual fidelity. The former concerns the degree to which a picture 
resembles the entity in the real world to which it refers, while the latter 
concerns the degree to which a picture clearly calls to mind an abstract 
concept. Our objective is to highlight the potential of text-to-image AI for 
achieving appropriate visual representations by coordinating represen-
tational and conceptual fidelity. Scott McCloud’s (1993) Big Triangle is a 
theoretical framework and picture plotting mechanism that categorizes a 
broad range of visual representational variation, largely based on comic 
art. In developing the Big Triangle, McCloud “was looking for a way to put 
all of comics’ visual vocabulary (e.g., pictures, words, specialized symbols) 
into some kind of easily understood map of possibilities” (McCloud, n.d.[a]). 
We adapt the Big Triangle for formative use with generative AI. Adaptation 
is necessary because, in McCloud’s own words, the Big Triangle “isn’t a 
particularly scientific or exact tool” that “glosses over important aspects of 
artist intent and viewer interpretation” (McCloud, n.d.[b]). We are concerned 
with viewer interpretation rather than artist intent, and we are particularly 
concerned with precision in semiotic description, as precision is necessary in 
guiding generative AI.

The following section of this paper describes the 
early stages of the federally funded research project “Discovering Design 
Innovations for the Promotion of Insights by Intelligence Analysts,” or Case 
1 (see Acknowledgments for attribution). The process for Case 1 is itself a 
secondary contribution of this paper. We used exploratory visual analysis 
and image generation to derive criteria for continued design investigation, 
as guided by the Big Triangle. 

The third section fulfills the adaptation of the 
Big Triangle suggested by Case 1, resulting in what we call the Pictorial 
Trapezoid, our primary contribution. The Pictorial Trapezoid permits the 
manipulation of style — readily available in text-to-image AI — in an exact-
ing fashion that is conducive to the goal-based nature of research requiring 
customized visualization. We demonstrate its applicability beyond the initial 
research use case in the fourth section, using it to isolate stylistic character-
istics relevant to two other research projects. Case 2 is the second author’s 
ongoing social-belonging intervention for Black undergraduate students in 
engineering, in which participants will generate visual metaphorical repre-
sentations derived from their experiences of belonging. Case 3 is drawn 
from Waisberg et al.’s (2023) work (as well as Balas & Micieli, 2022), which is 
centered on visualizing personal neuro-ophthalmic visual phenomena as 
experienced by patients. Finally, as a tertiary contribution and in the fifth 
section, we address the potential training of generative models with the 
Pictorial Trapezoid, which could facilitate human-AI teaming for research 
projects including and beyond the cases described here. 

Case 1: Problematizing Concept Visualization

Intelligence analysts active in the intelligence community described for us 
conditions of their profession that precipitated the investigation of Case 1, 
which explores a novel use of imagery in interface design that could assist 
language analysts in their work. An intelligence analyst engages with an 
extensive collection of communication events and data from a considerable 
number of sources in a process of sensemaking. Analysts face significant 
difficulty in reconnecting with relationships found among data points from 
distinct sources when the data is multitudinous, and when they step away 
at the end of the workday. Case 1 is ongoing and ultimately explores how AI 
might promote analysts’ serendipitous recognition of past data connections, 
and how AI may also proactively find connections between data sources 
that can be presented to analysts. 

Due to the nature of intelligence analysis and an 
already extensive workflow, we envisioned a system that reduces cogni-
tive burden and supports specific analytic tasks (we are limited here in 
our ability to disclose details of intelligence analysis workflows). Thus our 
investigation takes into account the obstacles impeding efficient memoriza-
tion and cognitive processing and examines how a new interface could best 
contribute to analysts’ recognition and recall. The human mind is well suited 
to relating pictures and visual structures to verbal representations, forming 



1 0 1 1 

Visible 
Language

57 .  3 december  .  2023 Peterson et al.

The Pictorial Trapezoid: 
Adapting McCloud’s Big Triangle for 
Creative Semiotic Precision in Generative 
Text-to-Image AI

strong referential and associative connections in long-term memory 
(Sadoski & Paivio, 2001). Relating language units to pictures provides 
more opportunities for representing and re-representing information. 
Furthermore, information need not be represented in the format in which it 
was initially experienced — e.g., a picture can call to mind a word. 

Case 1 is based on the conceptual peg hypoth-
esis, which asserts that concrete imagery can serve as a “conceptual peg” 
upon which to hang more abstract — and we presume more extensive 

— information (Anderson et al., 1977; Spoehr & Lehmkuhle, 1982). For this 
project conceptual pegs take the form of small pictographs, which can 
be mentally associated with a source of intelligence information (e.g., a 
recorded conversation, a summary report) and then incorporated into an 
interface for recalling and revisiting that information. Such pictographs thus 
have redintegrative value, meaning they promote “arousal of any response 
by a part of the complex of stimuli that originally aroused that response” 
(Merriam-Webster Dictionary) or the mental “restoration (of something) to 
a state of wholeness” (that “something” here being intelligence information; 
Oxford Languages Dictionary). In the simplest form of interface for Case 1, 
the pictographs that function as conceptual pegs could take the place of 
regular file icons, resulting in unique instead of categorical icons. In a more 
novel form, multiple pictographs could represent what would otherwise be 
a single file, or they could be positioned and rearranged in ways that do not 
respect normal hierarchical file organization structures. But these interface 
considerations are being addressed in a later stage of Case 1 that is beyond 
the scope of this paper. 

AI can create the kinds of pictorial representa-
tions necessary for a conceptual peg interface, and it can present potential 
connections between different representations for additional insight, but 
it is not immediately apparent how it can do so well, and what limitations 
must be enforced. To that end, we devised three tasks to guide our explora-
tion of the picturable aspects of intelligence information sources, and the 
nature of any resultant pictures themselves. 

First Task:  
Develop a semiotic catalog of representative intelligence 
information sources’ concepts, and analyze the concepts’ 
redintegrative value both to intelligence analysis and as 
determinants of pictographs.

The conceptual peg hypothesis suggests that 
pictographs in our imagined interface emphasize concrete aspects of 
information. Pictographs with this function are essentially metonymic or 
synecdochic, with only a portion of the information visualized despite the 

intent that they represent, by association, the respective information in full. 
Creation of conceptual pegs requires two phases:

1. 
Selection of a target concept from the information.

2. 
Visualization of that target concept.

Given the information workflow in intelligence 
analysis, an analyst would likely indicate an area of interest, from which an 
AI could identify one of the few concepts internal or adjacent to that area, 
and then visualize the selected concept. Because the AI is involved in selec-
tion, we need to understand the range of possible concepts available. To 
that end, we identified two representative intelligence sources, an upstream 
example of a recorded conversation (a publicly available surreptitious 
recording of Billy Graham with and by Richard Nixon) and a downstream 
example of a report (a Bellingcat report on Russia’s bombing of Mykolaiv; 
Sheldon, 2023). “Upstream” and “downstream” refer to where in an extended 
workflow these kinds of sources would be encountered by analysts. 
Collaborating members of the intelligence community were limited in what 
they could share, but they confirmed that these sources were reasonably 
authentic representatives. In order to characterize these representative 
sources of intelligence, two coders identified embedded concepts according 
to the following categories: people, places, things, actions, adjectives, meta-
phors, and weapons (the latter of which is relevant only to the downstream 
report, as an example of ad hoc categories that are specific to intelligence 
customer interests). Furthermore, ChatGPT was utilized to identify idioms, 
to ensure that we were accounting for figurative language that is culturally 
bound, which would be encountered frequently in language translation 
activities. Documentation of concepts permitted a characterization of the 
sources’ profiles, as detailed in Table 1. 

A sample visual display from the Bellingcat report 
is shown in Figure 1, and Figure 2 demonstrates the parallel and nested 
structure of nonverbal representations, in contrast to the serial structure of 
verbal representations. Sample armatures are visible in Figure 3, in another 
case of nesting in pictures. Armatures are visual marks that are non-objec-
tive indices (after Peirce; Burks, 1949), not depicting anything real in the 
world as much as guiding interpretation of pictures and words, as adjuncts 
to those semiotic elements (Peterson et al., 2021). 

While the upstream conversation and the down-
stream report are only two examples of intelligence sources, the difference 
in their profiles suggests a substantial range of conceptual material, and 
we anticipate that they adequately cover the kinds of language and visuals 
that an AI will have at its disposal in selecting concepts from which to create 
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conceptual pegs. However, in practice, other data that is not initially concep-
tual may be of interest to analysts. For instance, language analysts may want 
to capture non-speech sounds such as a dog barking, music, or construction 
noises. Furthermore, metaphors that are not explicitly articulated in a source 
may be suggested by context. For instance, Nixon and Graham discuss how 
Nixon “threw away the text at the last [minute]” during a speech when a 
boy saluted him, and operator notes (i.e., contextual notes written by an 
analyst) reveal both that Nixon cried at that moment, and that the seem-
ingly impromptu event was actually planned and performed. The metaphor 
crocodile tears accurately characterizes this situation, and an AI might recog-
nize the relevance of that metaphor, thus generating a concept not directly 
evidenced in data. (Whether this is desirable is another matter.) 

The upstream conversation includes a number 
of metaphors. Some overt metaphors are identifiable as figurative rhetori-
cal speech — such as “I have to fight against the tide” — and some subtler 
metaphors are identifiable because of conceptual metaphor theory (Lakoff 
& Johnson, 1980) — such as “I got all that in there” (when Graham describes 
points he made in a New York Times editorial). The downstream report,  

Fi g u r e  1 .

Visual display highlighting 

the locations of pictures taken 

by media sources. This and 

subsequent visuals are taken from 

Sheldon (2023).

 Upstream Downstream 
Elements and Concept Categories Conversation Report

Language units (primarily sentences) 113 60

People 18 51

Places 8 97

Things 19 383

Actions 80 233

Adjectives 14 127

Metaphors 24 4

Idioms1 6 5

Weapons2 0 22

Visual displays 0 10

Top-level pictures 0 7

Enclosed pictures (within visual displays) 0 6

Armatures (non-depictive visual adjuncts) 0 97

Table 1.

Upstream and downstream 

intelligence information 

source profiles. (1) Idioms were 

determined by ChatGPT. (2) 

Weaponry is a theme particular to 

the downstream report (Sheldon, 

2023), and thus it represents 

topical content.
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in contrast, has minimal metaphor usage — it is a dense accounting of 
factual information. 

Most of the concepts we have cataloged are 
unlikely to serve as useful material for conceptual pegs. We propose criteria 
for the concepts and pictographs embodied in conceptual pegs, two of 
which are relevant to the selection phase: essential and distinctive. 

1.   
Essential criterion for selecting concepts: the concept from 
which a pictograph will be generated should be crucial to the 
intelligence source in the context of an intelligence storyline, 
whenever possible. 

2. 
Distinctive criterion for selecting concepts: the concept should 
not be common across intelligence sources, or else it cannot 
serve as a strong memory trace back to a particular source. 
(While it is useful to track shared characteristics across data, 
we consider this to be covered by the tag, a conventional 
interface element that could coexist with conceptual pegs.)

Entire categories documented in Table 1 are likely 
to be useful only in rare cases. For instance, people who are essential to a 
storyline are likely to appear repeatedly in traffic, in which case their pres-
ence in one intelligence source will not distinguish that source from others. 
Adjectives are not likely to be essential or distinctive in many cases, as they 
are more frequently repeated in language. 

The conceptual peg hypothesis emphasizes the 
concreteness of pegs, and readily visualized concepts, such as dove and 
salute, will likely make the most effective pegs from language. Pictures, by 
their nature, will tend to be distinctive, and we anticipate that when pictures 
are included in traffic, they will often make useful sources for pegs, should 
analysts determine them to be essential. For instance, the ambulance in 
Figure 2 is a reasonable conceptual peg not only for the visual display in 
which it is nested, but for the entire downstream report in which that visual 
display is nested in turn.

Second Task:  
Analyze variation in AI-generated pictographs according 
to McCloud’s Big Triangle, and evaluate the pictographs’ 
redintegrative value to intelligence analysts. 

Following selection, the visualization phase of 
conceptual peg generation requires an accounting of representational 
granularity in signification, or a measure of meaningful visual complexity. 

Visual Display

Entity

Photograph

Fi g u r e  2 .

Nesting structure of visual displays: 

a visual display contains multiple 

photographs, which may in turn 

contain discriminable entities (from 

Sheldon, 2023).

Fi g u r e  3 .

Armatures over an aerial 

photograph to scaffold 

interpretation of a blast site (from 

Sheldon, 2023).
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For the second task, we identified a parsimonious subset of concepts from 
the upstream and downstream sources that meet the selection criteria as 
conceivably essential and distinctive concepts, and offer the opportunity 
to explore a wide range of AI-generated pictographs. Selected concepts 
include: Richard Nixon, dove, crocodile tears, and (rocket artillery) attack. We 
chose this set of concepts because it covers a range of challenges for visual-
ization, from specific to general concrete nouns (Richard Nixon to dove), to 
metaphorical nouns (crocodile tears), to actions (attack). We then generated 
copious pictographs for those concepts using McCloud’s (1993) Big Triangle, 
to ensure that our variation was extensive and systematic. We found the Big 
Triangle to be unique among the copious descriptions of semiotic distinc-
tions in the literature, because it is systematic, with all considered variation 
anchored to only three qualities, and because it has comparative granular-
ity, with McCloud providing 116 visual examples related to one another in 
a single chart (pp. 52–53). McCloud’s anchoring of semiotic variation with 
three qualities is vaguely reminiscent of Charles Sanders Peirce’s distinc-
tion of icon, index, and symbol (Burks, 1949), but Peirce did not provide 
visual evidence akin to McCloud’s. Rune Pettersson’s career-summarizing 
Information Design book series (Pettersson, 2015a–f ), in its collective 2,056 
pages, demonstrates a feature of the literature on visual semiotics, that 
there are extensive means by which visual characteristics and meaning 
have been elucidated, but without the combination of systematicity and 
granularity available in the Big Triangle (cf. Petterrson’s, 2015c, pp. 327–329, 
Picture Circle, which covers much the same ground conceptually but does 
not give researchers the same wealth of examples to compare against). The 
Big Triangle is a uniquely rich starting point among the options in  
the literature. 

The Big Triangle is shown in Figure 4, and has been 
used extensively in art and design education (Understanding Comics has 
9,924 Google Scholar citations as of late 2023, and the Big Triangle is one 
of two main theoretical contributions in the book, along with a typology of 
narrative transitions, p. 74). 

Though McCloud was concerned with illustration 
for comics, his framework can describe a full semiotic range of pictorial 
representation. As pictures approach the reality corner, they look increas-
ingly like the real-world entities they signify. As they approach the meaning 
corner, they gain a degree of conceptual purity, stripped of specific details. 
And as they approach the picture plane corner, their formal characteristics 
are emphasized at the expense of semiotic clarity. 

Note that in Figure 4 we excluded an additional 
right-hand portion of the Big Triangle that positions words in relation to 
pictures. Dual coding theory (Sadoski & Paivio, 2001) and working memory 
theory (Baddeley, 2018) both postulate distinct cognitive subsystems for 

processing verbal and nonverbal representations, with distinct formats for 
those representations, and thus we feel that integrating words with pictures 
in the Big Triangle suggests a greater degree of correspondence than exists. 

We generated hundreds of pictographs from 
the subset of concepts, continuing until we had sufficient variety to plot 
the pictographs in a range of representational granularity (and ultimately 
through the Big Triangle). We chose 10 levels of granularity because that 
was the point at which we began to find it difficult to differentiate levels 
when plotting pictographs. Beyond this temporary judgment of conve-
nience, an ideal level of granularity would need to be determined in future 
work, which could be accomplished in an experimental study by asking 
participants to sort a large number of pictographs in order between two 
given anchors (at the extremes, and as predetermined). Akin to intercoder 
reliability, consistency of ordering across participants could be calculated to 
determine, per a standard of agreement, which pictographs are consistently 
placed above and below one another. An operational granularity would 

Fi g u r e  4 .

Modified version of McCloud’s 

(1993) Big Triangle (pp. 52–53), 

excluding a right-hand portion of 

words and their visual expression. 
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be the number of levels that can be ordered readily and consistently. In 
the short term, we believe our method produces adequate variety to make 
reasonable judgments.

Two of our proposed criteria for conceptual pegs 
are relevant to the visualization phase: distinctive and compact (as noted in 
the first task, the distinctive criterion is also relevant to the selection phase). 

1. 
Distinctive criterion for visualizing concepts: the pictograph 
generated from a concept should perceptibly differ from other 
generated pictographs, or else it cannot serve as a strong 
memory trace back to a particular source.

2. 
Compact criterion for visualizing concepts: the pictograph 
should have limited complexity such that it is discernable at a 
small size, as the project premise is based on a multitude  
of conceptual pegs being visually accessible at any given time 
in a dynamic interface, so that serendipitous connections  
can occur. 

When we attempted to visualize Richard Nixon in 
a range of representational granularity, we realized that increasing abstrac-
tion reduces the specificity of signification. Figure 5 plots the following: as a 
concept, Richard Nixon becomes simply man in row F when Nixon’s distin-
guishing characteristics are lost through simplification; and man is likewise 
reduced to face in row I when gendered signifiers are lost. Thus, there is a 
region of the Big Triangle that the specific concept Richard Nixon can occupy, 
and another region where a picture can suggest a face but not a man. (We 
acknowledge that this is an oversimplification of gender that is not reflected 
in many personal identities.) When the other concepts’ pictographs in rows 
A–J are plotted in the Big Triangle, dove approaches the meaning corner (at I) 
but does not reach it, while the final pictograph (at J) is somewhat discon-
tinuous, when approaching the picture plane corner. But crocodile tears and 
(rocket artillery) attack do not approach the meaning corner. We were unable 
to create equivalent dynamics for the disparate concepts, and we believe 
this is due to the nature of the concepts themselves. Face and dove are what 
we consider to be basic concepts, nearly universal things in the world (Rosch, 
1978). Face is truly universal, and it is no surprise that we humans readily 
recognize abstract marks as faces, and that simple representations have 
emerged that are easy to replicate. Dove, in contrast, is culturally dependent, 
but also often culturally important, and it likewise has common representa-
tions. It cannot be reduced as much as face can and remain recognizable. 
Crocodile tears and (rocket artillery) attack are multi-component concepts, 
and the latter is additionally an action. These are not basic concepts. 

A

B

C

D

E

F

G

H

I

J

Richard Nixon
Man
Face Dove

(Rocket Artillery)
AttackCrocodile Tears

Richard Nixon
Man
Face

Dove

(Rocket Artillery)
Attack

Crocodile Tears

Fi g u r e  5 .

o p p o s i t e  p a g e

Variable signification matrix 

of pictographs generated for 

the concepts selected from the 

upstream and downstream 

intelligence sources, with 

conceptual ranges plotted into the 

Big Triangle (McCloud, 1993). All 

pictographs were generated with 

Midjourney.  
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Particular concept classifications may best be visu-
alized in particular areas of the triangle — for instance, specific places (e.g., 
New Orleans) versus kinds of places (e.g., a city). Photographic depictions 
of a hospital may be ideal for representing a particular hospital, whereas 
more iconic visualizations may be useful in more generally representing the 
concept hospital. 

Ultimately, the plotting exercise evident in Figure 
5 suggests a relative “sweet spot” with an ideal intersection of McCloud’s 
(1993) reality, meaning, and picture plane qualities. The highlighted region 
of Figure 6 approximates the sweet spot for Case 1, and the gray regions 
are likely to fail to meet one of the selection or visualization criteria. The 
region at A is near the reality corner, and pictographs in this area may be 
too complex to be compact. The region at B is near the meaning corner, and 
pictographs in this area may be too generic to be distinctive. And while the 
essential criterion concerns concept selection, pictographs in the region at 
C — near the picture plane corner — may be so abstract as to be unidentifi-
able, thus recursively violating that criterion. That is, such pictographs may 
interrupt the concept-pictograph signification chain. We consider these only 
to be rules of thumb, with exceptions anticipated. 

Due to the conceptual richness of the upstream 
and downstream intelligence sources, the selection and visualization criteria 
may be served by conceptual blending, the representation of two or more 
concepts in a single hybrid pictograph. A single conceptual peg reference to 
two essential concepts should better characterize that source, or be highly 
distinctive. It would also increase the chance that a concept in a given 
source that subsequently becomes contextually important is directly visible 
as a pictograph in a conceptual peg interface. Cunha (2022) demonstrated 
considerable variation of conceptual blending of small pictographs through 
the use of generative models. We have utilized conceptual blending for the 
upstream and downstream sources, as shown in Figure 7. The results vary 
in the degree to which entities are blended. Dove & Senate at A and B in 
Figure 7 are fanciful hybrid entities, while Dove & Senate at C retains both 
dove and Senate entities, though the size differential is surprising, with 
the dove towering over the US Capitol. Russian army & river at A in Figure 7 
places a commander in the river, a realistic but silly arrangement. The cluster 
munitions & sundial examples in Figure 7 appear to be munitions-flavored 
sundials; that is, the sundial is the primary motif. Though they combine two 
concepts apiece, these pictographs are only moderately more complex than 
other generations. 

A

C

B

Fi g u r e  6 .

A possible sweet spot in the Big 

Triangle for conceptual peg 

pictographs in Case 1 (modified 

from McCloud, 1993, pp. 52–53). 
Dove  

& Senate
Russian Army  

& River
Cluster Munitions  

& Sundial

A

B

C

Fi g u r e  7 .

Conceptual-blended pictographs 

for the upstream and downstream 

sources. Each combines two 

concepts. All pictographs were 

generated with Midjourney. 
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As noted in the first task, when pictures are 
included in traffic (i.e., the flow of intelligence information in an intelli-
gence community), they will likely prove useful as sources for conceptual 
pegs. While words, being purely symbolic and conventional, are repeatedly 
experienced across contexts, pictures are most often uniquely encountered 
in particular contexts. Thus they can form a more direct memory trace to 
concepts already in a distinctive form. Furthermore, pictures have long 
been known to create stronger memory traces than words, with multimodal 
memory traces stronger yet. We have focused on text-to-image generations 
of conceptual pegs not because textually-constituted concepts should be 
favored, but because these generations are translational across codes, and 
are thus especially problematic. Figure 8 provides examples of pictographs 
generated from pictures in the downstream intelligence report. Four 
examples are retained from their sources, merely cropped and sized to fit a 
pictographic scheme (A,B,F,G in Figure 8). Four are extracted from pictures, 
additionally silhouetted (C,D,H,I). Finally, two are embodied, or redrawn 
from key elements (E,J). We assume that it is desirable to retain the visual 
characteristics of the source pictures in the generated conceptual pegs, in 
order to reinforce the modal memory of engaging with the original source, 
even when the resulting pictograph falls outside of the sweet spot.  

Retained Extracted Embodied

A B C D E

F G H I J

Third Task:  
Analyze variation in AI-generated pictographs according 
to visual style as manipulable through prompting. 

Because of the inherent representational complex-
ity of pictures, every picture has a distinguishable visual style — or a degree 
of conformance to an aesthetic tradition — though styles are multifaceted 
and have fuzzy boundaries, and cannot thus be delineated with great preci-
sion. In the practice of guiding a text-to-image generative model, textual 
prompts determine stylistic characteristics as deviations from a possible 

“house style.” We assume that an AI that automatically generates visual 
conceptual pegs would have a sensitivity to visual style comparable to what 
is achievable through prompting. Furthermore, we assume that such an AI 
would be trained to generate conceptual pegs with a predetermined degree 
of stylistic variation, and that this training would derive from best practices 
of aesthetic prompting. 

Prompt engineering for generative AI is an emerg-
ing discipline, particularly for text-to-image generative models that allow 
users to create pictures from natural language text descriptions. It is the 
iterative process of generating and refining pictures within text-to-image 
AI through trial and error. Research suggests that prompting is a learned 
rather than an intuitive skill (Oppenlaender et al., 2023). As interest grows, 
resources to improve prompting are being developed to support a grow-
ing community of practitioners. Through practice, users have identified 
specific keywords and phrases that serve as modifiers and can be included 
in various permutations to influence output — by increasing the quality 
of a picture or rendering it in a particular visual style (Liu & Chilton, 2022). 
Prompts usually contain several terms corresponding to a subject, style, 
medium, and additional details (Martins et al., 2023). Subject refers to the 
main visual element of the picture, while style refers to distinct visual char-
acteristics. Medium is used to specify a picture’s apparent material means of 
creation —  
for instance, rendered as a photograph, painting, or drawing. Figure 9 
shows a series of mountains rendered in five prompted styles: photograph, 
painting, sketch, cartoon, and computer icon. It is immediately apparent, 
as reflected in empty cells in Figure 9, that visual style places limitations 
on complexity. For instance, cartoons are by definition not photorealistic, 
and thus they will never occupy row A in Figure 9. Conversely, to abstract 
a photograph below row B would require a stylistic deviation that would 
fundamentally diminish its photographic quality, shifting the resulting 
pictograph into another column of Figure 9 altogether; thus photographs 

Fi g u r e  8 .

Potential conceptual pegs drawn 

from pictorially-constituted 

concepts in the downstream 

Bellingcat report (Sheldon, 2023).  
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are not plotted below row B. 
Prompts were strategically written to achieve the 

range of pictographs needed to stylistically differentiate mountains. Plain 
text descriptions indicating subject (i.e., “a mountain”) and medium (e.g., “a 
pencil sketch”) were used with selected parameters to alter settings in 
Midjourney (n.d.[b]). This platform was selected because it provided easy 
access to granular control of stylistic parameters compared to other text-
to-image generators. The style parameter was used to reduce the degree 
to which Midjourney’s stylistic bias impacted outcomes. Higher values 
impose a stronger house style on outcomes, leading to pictures that may 
be less reflective of the prompt, while lower values result in less stylized 
pictures that are more closely related to the prompt. This parameter is set 
to 100 by default, but can be adjusted in the range of 0 to 1000. We used 

Painting

A

B

C

D

E

F

G

H

I

J

Cartoon Computer IconSketchPhotograph

Table 2.

Sample prompts used to control 

variation of mountain generations 

with Midjourney. “Source” refers to 

cells in Figure 9; “--v 5” is notation 

for Midjourney’s version five 

mode; “--s” is notation for the style 

parameter; “--q” is notation for the 

quality parameter. 

Fi g u r e  9 .

Variable 

signification matrix 

of pictographs 

generated for 

the mountain 

concept. Stylistic 

variation delimits 

representational 

granularity, as is 

evident in empty 

cells. All pictographs 

were generated with 

Midjourney.  

high resolution photograph of a typical mountain, 
unobstructed view --v 5

Photograph – A

Painting – E

Sketch – H

Painting – I

Cartoon – I

Computer Icon – J

a stylized painting of a mountain inspired by van 
gogh but still as realistic --v 5 --s 50 --q 2

a realistic sketch of a mountain --v 5 --s 50 --q 2

a mountain, painted outline only, simple, minimal, 
no detail, painted by a high school student --q 2 
--v 5

a triangle that barely looks like a mountain, simple, 
cartoon --q 2 --v 5

a very simple diagram which indicates a mountain 
using just one line which looks like an icon --v 5 --s 
50 --q 2
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Midjourney’s chaos parameter to increase variability in outcomes. Higher 
values yield more unusual or less expected results, while lower values yield 
a reliable similarity across results. This parameter is set to 0 by default and 
can be increased up to 100 (Midjourney, n.d.[b]). Achieving outcomes that 
were increasingly abstract, given our interest in exploring the full range 
represented in the Big Triangle, required alternative methods. For the lower 
rows of Figure 9, the general shape of a mountain was used to guide the 
system — for instance, prompting Midjourney to generate “a triangle that 
barely looks like a mountain.” To achieve a specific visual style or degree 
of abstraction, we prompted Midjourney to generate results matched to 
particular skill levels — for instance, a high school student or Vincent Van 
Gogh. Similarly, pictographs were generated to represent extremes from 
most photorealistic to most abstract in order to delineate a middle ground. 
Finally, previous generations were added as visual prompts either with writ-
ten prompts or with other pictures to generate middle-ground outcomes. 
Sample prompts are provided in Table 2. 

Implications
The above exploration elucidated underlying issues that subsequently 
impacted interface prototypes we are not presenting here. We identified 
two phases of visual conceptual peg creation: selection of a target concept 
and its subsequent visualization as a pictograph. We proposed three criteria 
for conceptual pegs: essential, distinctive, and compact. As shown in Table 
3, isolated concepts should be both essential and distinctive, while the 
pictographs that represent those concepts should be both distinctive and 
compact. We also added nuance to McCloud’s (1993) Big Triangle in separat-
ing selection and visualization, culminating in our proposal that concepts 
themselves must shift as representational granularity is modulated. This 

is best explained in the necessary shifting of Richard Nixon to man to face 
in Figure 5 as visual complexity is reduced. More specifically for the visual 
conceptual peg premise, regions of the Big Triangle have characteristics 
that interact with our criteria, and that might suggest a sweet spot at some 
distance from McCloud’s reality, meaning, and picture plane corners, as seen 
in Figure 6. 

The Pictorial Trapezoid

The exploration described above was conducted in the service of a specu-
lative interface design project that ultimately led to visual prototyping. 
But the adaptation of McCloud’s (1993) Big Triangle precipitated by this 
exploration suggests a revised framework with a systematic description. This 
requires a further step in adaptation. In review, the Big Triangle as presented 
by McCloud includes a central triangular portion with corners that represent 
extreme qualities achievable in pictures (Figure 10):

Near the reality corner, pictures can be “received” in a more 
straightforward fashion (p. 49) because they visually resemble 
real entities out in the world. 

Near the meaning corner, pictures are “more abstracted” and 
“require greater levels of perception, more like words” (p. 49). 

Near the picture plane corner, pictures are “non-iconic” and “no 

Table 3.

Proposed concept selection 

and visualization criteria for 

pictographs that function as 

conceptual pegs.

Fi g u r e  1 0 .

McCloud’s (1993) Big Triangle 

(pp. 52–53), simplified and with 

removed portions indicated. 

Pictograph is perceptibly different 
from other pictographs in the 
context of a storyline

Pictograph is discernable at a 
small size

—

Concept Visualization

Concept is not too common across 
cuts in the context of a storyline

—

Concept is crucial in the context of 
a storyline

Concept Selection

Distinctive

Compact

Essential

Criterion
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attempt is made to cling to resemblance or meaning” (p. 50).

The Big Triangle has a wedge off of the mean-
ing–picture plane axis that plots text, typographic flourishes, and logotypes. 
McCloud demonstrates efficacy for understanding comic art in seeing 
continuity between pictures and words, particularly in terms of comics 
production (pp. 138–161). But we feel that moving beyond comics, such 
explicit continuity from pictures to text and typography is not supported 
by the nature of human working memory (Baddeley, 2018) and mental 
representations (Sadoski & Paivio, 2001). The visuospatial sketchpad of 
working memory processes depictive representations, while the phonologi-
cal loop processes linguistic representations (Baddeley, 2018). These systems 
and their codes are fundamentally distinct from one another, suggesting 
separation in a corresponding framework, not continuity. We thus ignored 
this portion of the Big Triangle in our exploration, focusing exclusively on 
pictorial signification. 

The underlying agenda for our exploration 
especially problematized representational fidelity and conceptual fidelity. 
Representational fidelity refers to the degree of accuracy to which a picture 
resembles its referent. To achieve high representational fidelity, there must 
be an entity in the real world to compare the picture against (in contrast to 
concepts like love and war). Conceptual fidelity concerns the connection of 
pictures to concepts that can be articulated more abstractly (e.g., a picture 
of a chair reading as “chair”), and refers to the degree to which a picture 
represents a given concept over alternatives. High representational fidelity 
is achieved in the Big Triangle’s left-hand side, while high conceptual fidelity 
is achieved in its right-hand side. We found an interaction between repre-
sentational fidelity and conceptual fidelity. While McCloud plots a range of 
what are largely faces in his rendering of the Big Triangle, we noted that the 
more realistic a picture, the less it can represent a generic concept. As seen 
in Figure 5, a highly articulated face has too much detail to read simply as 

“face” — it may instead become a white man with moderate representational 
fidelity, and Richard Nixon with high representational fidelity. 

Furthermore, in as much as McCloud primarily 
plots faces in his Big Triangle, representations approaching the picture 
plane corner lose any resemblance, and thus cannot be faces. As we excised 
the verbal language portion of the Big Triangle, our emphasis on picto-
rial signification suggested trimming off the top as well (Figure 10, high-
lighted). The kinds of marks McCloud places near this corner do not cease 
to exist; but they are fundamentally different from actual pictures, which we 
consider to suggest depiction. This separation of representation types aligns 
with Peirce’s distinction of icon, index, and symbol (Burks, 1949). The icon is 
exclusive to what we retain of the Big Triangle, as depictions of real-world 
entities. The index will “refer to or call attention to” something else (p. 677), 

and we follow Peterson et al. (2021) in classifying “armatures” or “adjuncts” — 
marks such as lines, arrows, and boxes — as indices that are subservient to 
depictive entities and written language (though these are not the only kinds 
of indices). The symbol is entirely arbitrary and must be learned, like the 
written letters and words of natural language. 

Figure 11 presents our adaptation of McCloud’s 
(1993) Big Triangle, which we call the Pictorial Trapezoid. It exclusively plots 
variations of Peirce’s icon (Burks, 1949). McCloud intended the Big Triangle 
to represent “the total pictorial vocabulary of comics or of any of the visual 
arts” (p. 51). The Pictorial Trapezoid is more aligned with design than with 
art. While the Big Triangle supports appreciation, and what Rosenblatt 
(1978) calls aesthetic reading, the Pictorial Trapezoid is intended to support 
generating pictures for what Rosenblatt (1978) calls efferent reading, or a 
person’s engagement with media as a means to an end, a way to “carry away” 
some benefit from the experience (p. 24). For Case 1, we sought to facilitate 
intelligence analysts’ use of visual conceptual pegs to establish stronger 
memory traces for intelligence information in the service of sensemaking. 
To establish the Pictorial Trapezoid as a separable contribution that extends 
McCloud’s work, we describe it more systematically here. (While McCloud 
discusses the relationship between reality and meaning corners, and reality 
and picture plane corners, he does not directly address the relationship 
between meaning and picture plane corners; this is an example of a gap  
in systematicity.)

Figure 11 plots the mountain concept through 
the Pictorial Trapezoid because mountains can be rendered to varying 
degrees of fidelity while still retaining the connection to the basic concept 
(cf. face to man to Richard Nixon in Figure 5). The labeled corners include 
(A) the depictive vertex, (B) the conceptual vertex, and (C) the non-objec-
tive vertex, though the latter is placed outside of the trapezoid because 
visuals near that corner would not be recognizable enough to signify 
anything in particular. Instead, corners D and E approximate a limitation of 
identifiable signification. 

Figure 12 introduces a numeric scheme for plot-
ting pictures in the Pictorial Trapezoid. Each of three digits indicates relative 
proximity to one of the vertices, in the order of ABC. Thus Position 199 
(P-199) is nearest to the depictive vertex (the first digit, in the A slot in Figure 
12, is “1”). Consistent with the Big Triangle, as pictures approach a corner 
of the Pictorial Trapezoid, they are constrained with respect to the others 
(e.g., P-111 is not possible). Along the outer edges of the trapezoid, pictures 
vary in particular ways. The A-B axis maximizes differentiation according 
to complexity (or degree of detail); the B-C axis maximizes differentiation 
according to clarity (or how readily the picture communicates a distinct 
concept); and the C-A axis maximizes differentiation of saliency (for instance, 
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at P-199, the thing being represented is salient; at an imaginary P-991, stylis-
tic qualities such as linework would themselves be salient, with no remain-
ing sense of any thing being represented). 

Figure 13 summarizes trends within the Pictorial 
Trapezoid, and Figure 14 plots these trends as continua separate from the 
trapezoid schematic. Moving outward from the depictive vertex at equal 
distances from corners B and C, pictures change from more realistic to more 
abstract. Deviating from this line toward B results in conceptual abstraction, 
where simple concepts like face need little differentiation, while deviat-
ing toward C results in figurative abstraction. Moving outward from the 
conceptual vertex at equal distances from corners A and C, pictures change 
from more generic to more specific (in the sense that Richard Nixon is a 
specific man). And moving outward from the non-objective vertex at equal 

distances from corners A and B, and starting at the pictorial edge, pictures 
change from being stylized and nearly indeterminate in terms of what they 
represent to being readily identifiable through a straightforward presenta-
tion. These trends interact and place limits on the represented concepts 
themselves. For instance, a common line drawing of a chair at P-919 is 
available to convey the pure chair concept. But chair cannot be as directly 
conveyed by a photograph at P-199 that is apparently the ratty recliner on 
the corner in front of the frat house I saw when I drove into work yesterday, nor 
by a Cubist painting above P-775.

The systematic description embodied in Figures 
11–14 operationalizes the Pictorial Trapezoid. Though our plotting of 
mountain pictographs is rough, the vertices and axes as described permit 

199199

298298 388388 478478 568568 658658 748748 838838 928928
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496496 586586 676676 766766 856856 946946

595595 685685 775775 865865 955955

694694 784784 874874

( 991 )( 991 )

964964

289289 379379 469469 559559 649649 739739 829829 919919

Depictive  
Vertex

Conceptual  
Vertex

Non-Objective Vertex

B

D

C

A

E

Complexity Axis 

 
Pictorial EdgePictorial Edge

Sa
lie

nc
y A

xis Clarity Axis

Depictive  
Vertex

Conceptual  
Vertex

Non-Objective Vertex

B

D

C

A

E

Fi g u r e  1 1 .

The Pictorial Trapezoid, a revision 

of McCloud’s (1993) Big Triangle, 

with pictographs of the mountain 

concept. All pictographs were 

generated with Midjourney. 

Fi g u r e  1 2 .

Incremental positions within 

the Pictorial Trapezoid. All 

pictographs were generated with 

Midjourney.  
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an evidence-based plot. Independent Likert scales for the three axes, and for 
vectors drawn from the three vertices, could be utilized to develop a visual 
corpus with a variety of pictures at each position, either in a controlled study 
with a sufficient sample of users, or through extensive work by multiple 
researchers achieving intercoder reliability. While pilot testing may suggest 
revised terminology, Table 4 shows how individual dimensions could be 
used to characterize individual pictures, with only two items apiece neces-
sary for plotting pictures into trapezoid positions. For instance, the pictograph 
at P-478 in Figure 11 (and unobscured in Figure 10) can be characterized as a 

“slightly realistic” (A=4), “moderately specific example of” (B=7), and “relatively 
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Semiotic trends in the Pictorial 

Trapezoid. 

Fi g u r e  1 4 .

Axes and vertex vectors derived 

from the Pictorial Trapezoid for 

the mountain concept. Dashed 

lines represent the pictorial 

edge, beyond which visuals are 

semiotically unidentifiable or non-

objective. Examples of visuals that 

seemingly pass this threshold and 

no longer represent mountains are 

included as reference points (P-793, 

P-883, and P-973). All pictographs 

were generated with Midjourney.  
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Non-Objective Vertex (C)

Extremely stylized and 
impossible to determine what 
the picture represents  
 

Extremely stylized but 
identifiable

Very stylized

Moderately stylized

Slightly stylized

Relatively straightforward

Very straightforward

Conceptual Vertex (B)

An extremely generic example

A very generic example

A moderately generic example

A slightly generic example 

Between generic and specific

A slightly specific example

A moderately specific example

A very specific example

An extremely specific example

Complexity Axis (A-B)

Extremely visually complex 

Very visually complex

Moderately visually complex

Slightly visually complex 

Between complex and simple

Slightly visually simple

Moderately visually simple

Very visually simple

Extremely visually simple

1

2

3

4 

5

6

7

8

9

straightforward” (C=8) mountain. As we demonstrated with Figure 9, stylistic 
distinctions such as “painting” and “cartoon” are expected to skew pictures to 
a narrower range of values than are represented in the trapezoid overall. A 
visual corpus of plotted pictures would reveal value ranges according to such 
stylistic distinctions, which are routinely utilized in text-to-image AI. 

The Pictorial Trapezoid was suggested by the 
exploration of Case 1 as detailed in the previous section, and we have 
further refined it here to incrementally improve its efficacy in a formative 
capacity. It emerged from an idiosyncratic investigation, so we next consider 
its relevance to other investigations that were not responsible for its 
development. Because the Pictorial Trapezoid effectuates semiotic control, 
applicability to other investigations is enhanced if it can enforce a theoreti-
cally grounded sweet spot of signification, as we found in Case 1 (Figure 6). 

Applicability of the Pictorial Trapezoid

To further illustrate the potential of the Pictorial Trapezoid for formative use, 
we highlight two use cases of text-to-image AI in research contexts. Case 
2 is an ongoing doctoral-qualifying investigation to develop and evaluate 
the efficacy of mediated rescripting, a social-belonging intervention for 

Black undergraduate students in engineering. In this project, AI-generated 
pictures will be created to convey visual metaphors based on students’ 
experiences with stereotype threat. Much like Case 1, Case 2 is explicitly 
positioned as design research; it considers how visual representational 
style might be leveraged with established psychological theory to mitigate 
threats to belonging. Case 3 is a recently published patient diagnostic care 
intervention for individuals experiencing rare visual conditions (Waisberg 
et al., 2023). Researchers used AI-generated pictures to convey patient-
reported descriptions of the perceptual experiences associated with such 
phenomena to promote empathy among clinicians. Visual representations 
of optical phenomena may be especially helpful in understanding unique 
visual conditions not represented adequately through standard visual test 
results. Increased clinician empathy has consistently been linked to positive 
outcomes for patients and healthcare professionals (Moudatsou et al., 2020). 

In both additional cases, coordinating repre-
sentational and conceptual fidelity is vital to creating effective visualiza-
tions that provide benefits to users. For the initial Case 1, we divided the 
process of creating visual conceptual pegs into two phases: choosing a 
specific concept (selection), and depicting that concept (visualization). We 
also outlined three criteria for conceptual pegs: essential, distinctive, and 
compact. We revisit that structure here. Finally, we discuss where sweet 
spots, or ideal ranges of visual representational style for trained AI models, 
might fall within the Pictorial Trapezoid for the additional cases.

Case 2: Visualizing Belonging for Black Undergraduate Engineering Students 
Despite substantial growth in science, technology, 

engineering, and math (STEM) fields at collegiate and professional levels, 
Black students remain underrepresented among engineering bachelor 
degree recipients in comparison with their peers (NCSES, 2023). Some 
researchers have attributed this pattern to negative experiences threaten-
ing students’ sense of belonging within engineering programs (Lee et al., 
2020; Strayhorn, 2018). These threats influence the degree to which students 
believe their racial identity is compatible with the engineering discipline. 
Researchers suggest developing interventions that reduce students’ doubts 
about social belonging to mitigate the negative effects of stereotype threat 
(Totonchi, 2021; Walton & Cohen, 2007). In this context, sense of belong-
ing refers to the degree to which individuals see themselves as “socially 
connected” in their academic environment (Walton & Cohen, 2007, p. 82). 

The second author is presently engaged in Case 
2, a study that establishes and tests mediated rescripting as a belonging 
intervention for Black undergraduate engineering students. (Participant 
recruitment is still underway.) Mediated rescripting is based on imagery 

Table 4.

Potential Likert-style scales for 

coding pictures and, given level, 

plotting them on the Pictorial 

Trapezoid. Any two axes and/

or vertex vectors, measured 

independently, can in tandem plot 

a picture. Prompts would differ; 

e.g., conceptual vertex: “How 

generic or specific is the thing this 

picture represents? For example, 

Beyoncé and Dolly Parton are 

specific, while ‘person’ is generic.” 
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Invisibility

Stuck in a 
constant 
stream or 
barrage of 
attacking orbs

Metaphor (a) Negative (b) Alternative

Feeling ignored 
or unseen by 
instructors and 
peers

Being inundated 
with constant 
reminders 
of negative 
perceptions and 
stereotypes about 
Black students

(1)

(2)

Experiencerescripting, a therapeutic method that involves patients “visually recalling 
and reexperiencing” mental images and thoughts related to distressing 
events, and then with the help of a therapist changing the imagery “to 
produce a more favorable outcome” (Rusch et al., 2000, p. 9). Mediated 
rescripting seeks to increase access to imagery rescripting by utilizing text-
to-image AI technology to generate pictures capturing personally relevant 
mental imagery formalized as visual metaphors; which could in the future 
be operationalized in an app with an embedded and trained AI. Case 2 
requires participants to create pictures based on metaphors derived from 
their personal experiences of stereotype threat, with the goal of achiev-
ing visual-conceptual correspondence. The premise is that having Black 
engineering students engage strategically with metaphorical imagery can 
strengthen their sense of belonging and engineering identity, thus decreas-
ing anxiety and stress. 

The Case 2 study consists of two distinct phases 
followed by a period of ongoing engagement. Participants are first asked to 
reflect on challenges faced in their engineering program, particularly those 
related to their sense of belonging. Next, participants are asked to write 
corresponding metaphors using the prompt: “x is like y, because…,” or “x is y, 
because…” In a subsequent stage, participants collaborate with the session 
facilitator to write prompts that adequately depict their metaphors. 

Examples of pictures likely to be created are 
shown in Table 5. These pictures were generated by the second author 
using DALL-E 2, as proof of concept explorations and not outcomes from 
the actual study — the completed study may result in pictures featuring a 
wider stylistic range. The pictures are based on metaphors formulated from 
themes of belonging expressed by Black undergraduate STEM students 
in a study by Strayhorn (2011), which sought to reveal how Black students 
describe their sense of belonging, including how it is “inhibited or inspired” 
(p. 220). Each set of pictures captures two versions of the same metaphor: 
the negative picture is meant to illustrate the “as is” experience of threat-
ened belonging, while the alternative picture is meant to illustrate a reimag-
ined, more positive sense of belonging. Prompting participants to identify 
challenges to their sense of belonging will help evoke the initial negative 
imagery. In contrast, prompts that ask them to think about times their 
sense of belonging has been affirmed or to consider what that affirmation 
might look like will help evoke the alternative positive imagery. Picture 1a 
in Table 5 captures the negative experience of feeling ignored and unseen 
by instructors and peers in class, with the student’s face obscured with a 
white, hazy cloud, while picture 1b portrays the alternative experience of 
feeling confident and visible, with the student standing confidently in front 
of a crowd. While the context and style of the two pictures differ, they work 
together to communicate alternative realities for the same fundamental 

concept. Picture 2a in Table 5 captures a student’s experience of being 
attacked with negative stereotypes about Black students, as represented by 
orbs, while picture 2b portrays a student controlling or harnessing power 
over the orbs. The alternative picture is achieved by altering the subject’s 
facial expression and hands. A concept primarily links the first pair (1a and 
1b), while both concept and direct visualization link the second pair (2a and 
2b).

While research suggests that effective imagery 
rescripting relies heavily on the “goodness of simulation” or the fidelity of 
the simulated experience, few picture-based iterations of imagery rescript-
ing problematize conceptual and representational fidelity or formalize 
criteria for picture-making (Looney et al., 2021). In Case 1, we identified 
two phases of conceptual peg creation: concept selection and concept 
visualization. For Case 2 the structure holds, but we use different qualifiers: 
experience selection, metaphor selection, and metaphor visualization. The 
proposed selection and visualization criteria for metaphors in mediated 
rescripting are provided in Table 6. The criteria for selection require that 
the experience be personally relevant, emotionally salient, and can be 
expressed metaphorically. During the intervention, participants are asked to 
reflect on personal experiences related to belonging in engineering. While 

Table 5.

Sets of metaphorical imagery 

generated using DALL-E 2, 

representing experiences of 

being ignored (1a & 1b) and 

being inundated with negative 

stereotypes (2a & 2b), based on 

themes identified by Strayhorn 

(2011). 
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others may share similar experiences, they must be directly related to the 
participant’s personal thoughts, feelings, and behaviors. Once formulated 
through the elicited metaphor prompt (Low, 2017), the experience should 
adequately map onto components of a conceptual metaphor (Lakoff & 
Johnson, 1980), which includes a target domain, source domain, and entail-
ments. The target domain is the experience being described or the general 
sense of belonging; the source domain is a scenario that can be used to 
provide insight into the target domain; and entailment refers to character-
istics of the source domain that can be logically mapped onto the target 
domain, along with the implications of these mappings. The selected experi-
ence and metaphor should be memorable and evoke emotions similar to 
those elicited by the actual experience. Corresponding visual criteria include 
key visual elements that reference source and target domains and stylistic 
choices that convey corresponding emotions. 

There is thus considerable interaction between the 
conceptual (i.e., metaphorical) and the depictive (i.e., personal experiential) 
in the visualized products of mediated rescripting. In both examples in Table 
5, the student is themself represented, along with an environment (1a and 
1b) or antagonists (2a and 2b). After plotting a few visualized metaphor 
examples, we suspect that a reasonable sweet spot might fall in the Pictorial 
Trapezoid’s lower left as shown in gray in Figure 15; other areas (in white) 
may fail to meet one of the selection or visualization criteria. We do not 
extend the gray area fully to the depictive vertex (lower left corner), because 
pictures in this area may be too realistic and straightforward to be read as 
metaphorical. Additionally, current text-to-image generators may struggle 
to adequately render pictures that must depict reality at too high a degree 
of representational fidelity, as the systems are notorious for distorting body 

and facial features (Strickland, 2022). McCloud (1993) hypothesized that the 
comic art strategy of visually simplifying protagonists in contrast to more 
detailed environments and antagonists allows viewers to better project 
themselves into the character of a protagonist. If McCloud’s premise holds, 
this would complicate plotting a mediated rescripting picture into a single 
position in the Pictorial Trapezoid. Thus, while Case 2 is elucidated by the 
Pictorial Trapezoid, it also may suggest that the dual nature of source and 
target in visual metaphor can complicate plotting and that positioning 
within the trapezoid will benefit from further consideration. (We consider 
this merely a possibility, and have not plotted separate areas in Figure 15.)

Case 3: Visualizing Unique Neuro-Ophthalmic Visual Phenomena 
Case 3 concerns the visualization of neuro-

ophthalmic visual phenomena experienced by patients with oscillopsia 
stemming from multiple sclerosis, Charles Bonnet syndrome, and the 
Pulfrich phenomenon (Waisberg et al., 2023). Oscillopsia is characterized by 
perceptual illusions of movement and elaborate hallucinations. Empathy, 
or the ability to relate and understand what others are experiencing, is a 
valuable skill for health care providers. Prior research shows that increased 
empathy positively influences patient outcomes, improves patient compli-
ance, and minimizes claims of malpractice (Hickson et al., 2002; Kelley et al., 
2014; Riess, 2015). For healthcare providers who work with patients expe-
riencing rare and unique visual conditions, understanding the full patient 
experience is especially challenging; after all, providers cannot see through 
anyone else’s eyes, only their own. To help bridge this gap, Waisberg et 
al. (2023) propose using text-to-image AI generators to visualize patient-
reported descriptions of unique neuro-ophthalmic visual phenomena. 

In an earlier exploration, Balas and Micieli (2022) 
used text-to-image AI to illustrate the experience of visual snow syndrome 
based on a verbal description provided by a 17-year-old patient. Visual snow 

Table 6.

Proposed concept selection and 

visualization criteria for visualized 

metaphors used for mediated 

rescripting.

Case 3Case 2Case 1

Fi g u r e  1 5 .

Possible sweet spots for the three 

case studies: Case 1, a speculative 

interface project for intelligence 

analysis, through which the 

Pictorial Trapezoid was suggested; 

Case 2, an in-progress intervention 

on sense of belonging; and Case 

3, a study concerning patients’ 

visual phenomena (Waisberg et 

al., 2023).

Experience must be 
derived directly from the 
individual’s thoughts, 
feelings, and behaviors

Experience must be 
able to be expressed 
metaphorically

Experience should 
evoke emotion and be 
memorable

—

Metaphor can be 
mapped back onto the 
experience through 
entailments

Metaphor evokes 
emotions similar to those 
elicited by the actual 
experience

—

Picture contains 
key visual elements 
referencing source and 
target domains

Picture features 
intentional stylistic 
choices that convey 
emotions; feels right 

Experience Selection Metaphor Selection Metaphor Visualization

Personally 
Relevant

Metaphorical

Emotionally
Salient

Criterion
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syndrome (VSS) is a neurological condition characterized by a persistent 
flickering of small dots throughout the visual field, like static on a TV. VSS 
is an ideal candidate for visualization because diagnoses of the condition 
cannot be made based on exams. Clinicians instead rely on patient descrip-
tions. Further, Balas and Micieli suggest that objectively visualizing the expe-
rience of visual conditions can be difficult because different patients are 
likely to describe them using unique language. To address this, they used 
popular text-to-image generators, including DALL-E, Midjourney, and Stable 
Diffusion, to generate representative pictures for educational use. Prompts 
were written based on a patient description and narrowed to a selection of 
two pictures they thought conformed to the descriptions and established 
visualizations of the phenomenon.

Similar to Case 2, ensuring that AI-generated 
pictures appropriately represent patient descriptions was a primary concern 
for Case 3. Medical researchers do not problematize conceptual and repre-
sentational fidelity or formalize criteria beyond suggesting that descriptions 
be picturable and consistent with existing understandings of the phenom-
ena (Balas & Micieli, 2022; Zhu et al., 2007). For Case 3, we keep with the 
two-phase structure but append new qualifiers, as description selection 
and perception visualization, with three new criteria for pictures conveying 

visual conditions: unique, specific, and rich. Phases and criteria are provided 
in Table 7.

After plotting sample patient pictures, we believe 
that a reasonable sweet spot might track along the saliency axis (Figure 13) 
of the Pictorial Trapezoid, as shown in Figure 15. Because patients in Case 
3 are conveying optical phenomena, depictions should be rich, and thus 
AI should operate within the indicated portion of the trapezoid. However, 
in reflecting upon the nature of neuro-ophthalmic visual phenomena, we 
believe there may be extreme cases in which a patient may see artifacts of 
light more than distinct features of a world around them. In this case visu-
alizations may pass over the pictorial edge and, from others’ perspectives, 
be non-objective — that is, such visualizations may not strictly be “pictures” 
according to our use of the term. As with the potential dual-plotting we 
noted with Case 2, this is a complicating factor for the Pictorial Trapezoid 
that possibly challenges its fundamental trapezoidal form (reactivating the 
portion of the Big Triangle we removed). In this case we have reflected the 
complication in Figure 15 with a sweet spot that extends outward. 

Despite these complications, Cases 2 and 3 are 
elucidated by the Pictorial Trapezoid, and the distinction of selection and 
visualization we established in Case 1 describes criteria for generative AI 
when context-specific qualifiers are utilized — e.g., concept selection in 
Case 1, and description selection in Case 3. We now address technological 
dynamics upon which use of the Pictorial Trapezoid in research contexts like 
these cases depends.

Training AI with the Pictorial Trapezoid

In our three research use cases, humans utilize text-to-image generative 
models to produce unique visualizations that represent either information 
(Case 1) or experience (Cases 2 and 3). In Case 1, per subsequent prototyp-
ing studies not described here, the prompt consists of textual information 
highlighted by the user, from which an AI must derive a discrete concept. 
For Case 2, students describe their personal metaphorical conceptualiza-
tions through targeted prompting, and for Case 3 the patient’s verbal 
description of their optical phenomena is converted into a text-based 
prompt. In none of the three cases is the user asked to be a prompt engineer 

— they are assumed to have very little, if any, expertise around prompting. 
Popular text-to-image generators like Midjourney, 

DALL-E, and Stable Diffusion combine large language models (LLMs) with 
diffusion models. An LLM is a type of deep learning model that is trained to 
detect and learn patterns between sequences of words. Using these learned 

Table 7.

Proposed concept selection and 

visualization criteria for pictures 

conveying visual conditions.

—

Picture is a complete and detailed 
representation of the patient’s 
visual field

—

Perception Visualization

Description is both thorough and 
precise

Description includes text that can 
be matched with corresponding 
visuals 

Description represents personal 
concerns 

Description Selection

Specific

Rich

Unique

Criterion
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patterns, the LLM can analyze a text prompt and convert the text’s meaning 
into machine readable output. This output then guides a diffusion model. 
Diffusion models are trained through a process in which noise has been 
added to a labeled picture to break it down. The model then reverts the 
process, removing the visual noise until a picture is produced that corre-
sponds to the initial text prompt (Lyu et al., 2022). In this way, text-to-image 
generators produce unique pictures in response to text input.

To put into practice Cases 1–3, developers could 
build on an existing foundation model like Midjourney. Foundation models 
are trained on huge quantities of unlabeled data at scale, typically through 
self-supervised learning. As a result these generalized models can be 
adapted to a variety of downstream tasks (CRFM, 2021). If the specified 
downstream task requires more customized results, developers can build 
on top of existing foundation models to refine output. Each of Cases 1–3 
as described would require this type of customization to constrain visual 
stylistic range. 

Such customization could be achieved through 
fine-tuning and prompt-tuning. Both techniques, working together, can 
improve the results of a foundation model for specific applications. To fine-
tune a model, developers prepare a new model to work with the foundation 
model, and this fine-tuned model can be trained on a new dataset (OpenAI, 
n.d.). When applied in Cases 1–3, the model could be trained using labeled 
pictures that fall within the respective sweet spot of the Pictorial Trapezoid. 
The resulting text-to-image generative model would produce new unique 
pictures that fit desirable parameters. The system could continue to learn 
and refine output once it was put into use, even identifying visual prefer-
ences of individuals via input through the interface.

In concert with fine-tuning, prompt-tuning could 
afford another efficient method of narrowing image output to a specified 
stylistic range. Lester et al. (2021) characterize prompt-tuning as “a simple 
yet effective mechanism for learning ‘soft prompts’ to condition frozen 
language models to perform specific downstream tasks” (p. 3045); the 
mechanism automates the textual prompting process, enabling human 
users to input fairly simple or straightforward prompts. Unbeknownst to 
these users, automated prompts on the backend narrow the range of possi-
ble image output, thus negating the need to enter complex paragraphs of 
text to control stylistic variation. Prompt-tuning may be particularly appro-
priate for research use cases such as Cases 2 and 3, in which a student or 
patient who is not particularly skilled at prompting needs to communicate a 
rich experience. This can be a back-and-forth process, with the AI producing 
an initial visualization within the desired stylistic range, and the user offer-
ing additional text prompts to refine it (or for Case 3, a health care provider 

describing a generated picture back to a patient in their own words, when 
the patient cannot see the picture clearly, in order for the patient to clarify). 

Building on existing large foundation models and 
relying on fine-tuning and prompt-tuning to narrow the range of visual 
output would be a relatively inexpensive process that would not require 
retraining the foundation models. However, this approach does present 
security concerns when foundation systems like ChatGPT or Midjourney are 
run by third-party vendors. In such a scenario, users share data that is then 
stored on servers owned by the companies that operate them (Ray, 2023). 
Issues of privacy and security that arise in both intelligence (Case 1) and 
healthcare (Cases 2 and 3) contexts would require developers instead to 
build off of open source foundation models to produce systems that could 
be deployed and controlled locally. Once such models are tuned, text-to-
image generators provide a clear avenue for operationalizing use.

Conclusion

We have provided a revision of McCloud’s (1993) influential Big Triangle in 
the form of the Pictorial Trapezoid. We detailed the design research context 
from which the Pictorial Trapezoid emerged as a first case study, and applied 
it to an additional two research use cases. While these cases provide some 
breadth to our investigation, they nonetheless represent a limitation. The 
value of the Pictorial Trapezoid currently rests on argumentation, and future 
work is necessary to empirically validate its positional scheme beyond 
impressions of the trapezoid’s apparent uses as demonstrated in Cases 1–3. 

We have described the Pictorial Trapezoid system-
atically, permitting its use not only in gauging semiotic factors such as 
representational fidelity and conceptual fidelity in pictures (i.e., summative 
analysis), but in teaming with generative AI to facilitate principled visualiza-
tion in exacting research contexts (i.e., formative use). Fulfilling the potential 
of the latter would require training an AI and learning from that process. To 
that end, we have provided copious descriptive figures and outlined options 
and challenges for operationalizing the Pictorial Trapezoid for text-to-image 
generative models. We hope this helps designers cross the threshold from a 
sophisticated understanding of visualization to engagement in an exciting 
and impactful technological revolution, in collaboration with computer 
scientists and other experts. Generative AI is and will continue to be utilized 
in research contexts across disciplines, and where visualization is concerned, 
a high degree of semiotic precision will be necessary to maximize the 
impact of interventions. The Pictorial Trapezoid can be one tool in achieving 
that precision.
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Abstract     
This study aimed to identify strategies to improve Visible Language’s online 
archive design for a broader readership. The author used a combination of 
exploratory methods with current and potential Visible Language readers to 
identify designers’ current and desired uses of design knowledge. The 
findings led to three key design strategies: article curation, advanced search 
filters, and a dynamic reading experience. The strategies extend beyond 
Visible Language to design archives that wish to improve and broaden 
engagement with their content. 
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Introduction

Overview

Visible Language is the longest-standing scholarly journal about graphic 
and communication design. As such, the journal has accumulated an online 
archive that houses decades of valuable design knowledge defining and 
reflecting an ever-evolving discipline.

Subscribers to Visible Language are mostly univer-
sity libraries and individuals within academia. The author speculates that 
most online readers are academics and access articles through databases 
instead of directly through the Visible Language online archive. 

This study sought to identify strategies to improve 
Visible Language’s online archive design for a broader readership. The ques-
tions in Table 1 structured this two-phase study that explored designers’ 
current uses of design knowledge (Phase One) and their desired uses (Phase 
Two). The author used a combination of exploratory methods with current 
and potential Visible Language readers to answer these questions. Their 
responses laid the foundations for an improved Visible Language online 
archive via three design strategies with diagrams visualizing their meanings. 
The strategies extend beyond Visible Language to design archives that wish 
to improve and broaden engagement with their content. 

Table 1 

The study’s research questions with 

their corresponding research phase. 

Study Definitions

Visible Language 

Visible Language (VL) aims to help inform authors, editors, and subjects 
as they collaborate to make design knowledge. Though it has evolved, VL 
has held a core purpose to increase designers’ knowledge. VL’s founding 
purpose in 1967, when it was named The Journal of Typographic Research, 
was “to report and to encourage scientific investigation of our alphabetic 
and related symbols (Wrolstad, 1967).”  The journal renamed itself to Visible 
Language four years later because of the constraints of the previous name. 
The new name opened the content boundaries, and the new tagline 
reflected its expansion — “The Journal for Research on the Visual Media of 
Language Expression” (Wrolstad, 1971). The editor wrote at that time, “This 
Journal represents what could be the first concerted effort to organize our 
investigation of every respect of this visual medium of language expression.” 
VL sought to present “a range of interests” regarding the conception, forma-
tion, reception, and interpretation of writing, typography, signs, and more 
(Wrolstad, 1971). 

In 1987, Sharon Helmer Poggenpohl, VL’s 
new editor, changed the tagline to “the quarterly concerned with all 
that is involved with our being literate” (1987). The “range of interests” 
expanded again, which may reflect significant technological shifts. VL 
covers during this era reflect the tension and possibilities caused by 
desktop computers. The articles leaned theoretical as designers sought 
to orient themselves within an ever-changing discipline and world.

Currently — under VL’s third editor, Mike 
Zender — the tagline reads “the journal of visual communication 
research” (2022). The online archive states, “Visible Language supports 
the community of communication design scholars, researchers, and 
practitioners through the publication of rigorous, relevant communica-
tion design research” (Zender, n.d.). This description is more targeted 
than previously. The change reflects broader influences like more 
scholarly design journals and a shifting discipline, including the rise of 
UX/UI research. Zender and the editorial team, of which I, the author, 
am a part, encourage design researchers toward empirical, evidence-
based design studies reminiscent of the original mandate toward 

“scientific investigation.”

# Questions Phase 
1 How do designers currently use design knowledge published in 

academic journals and other publications about graphic and 
communication design? 

One 

2 Which journals and publications do they go to regularly? One 

3 What kinds of articles are they looking for? One/Two 
4 How are the articles read/used? One/Two 

5 How could designers/would designers like to use
design knowledge? 

Two 

6 What features would make the VL online archive more useful?  Two 



5 6 5 7 
december  .  2023Visible 

Language
57 .  3 D.J. Trischler 

Visible Language Online Archive 
Improvement Study

Design

Graphic and Communication Design (Design) often looks like arranging 
and rearranging letterforms, colors, and shapes to achieve better graphic 
and communication design processes and outcomes. The ever-change list 
of what graphic and communication design encompasses includes user 
experience design, user interface design, design research, type design, 
visual identity design, information design, service design, design educators, 
and more.

Designers

By designers, this study refers to people who create and study design. Being 
that designers are often one of many interdisciplinary collaborators working 
on a given project or study, this study extended its audience to include 
readers and authors beyond traditional design, including, but not limited to, 
visual anthropologists or neuroscientists interested in design knowledge. 

Design Knowledge

Design knowledge is the outcome of design research (Manzini, 2015). It is 
information gathered through studies for, into, and through design (Frayling, 
1994). Developing design knowledge usually involves systematized 
processes but is not exclusive to scholarly sources like VL. Design knowledge 
fills a gap for designers, whether it is scholarly or not. 

Methods

Phase One: Study Design and Participation

Phase One — current uses of design knowledge — involved a literature 
review, survey, and semi-structured interviews. For the literature review, the 
author mainly studied AIGA — the Professional Association of Design in the 
U.S. — materials to understand designers’ current needs and uses of design 
knowledge. These resources included the 2019 Design Census (AIGA, 2019), 
Davis’ pulse on GCD’s current and future state (Davis, 2021), and Design 
POV: An In-Depth Look at the Design Industry Now (AIGA, 2021). While they 
included international perspectives on design, the content reflected a 
mostly American point of view.

The author recruited 41 survey participants 
via personal emails and LinkedIn posts. The “Uses of Design Knowledge” 
survey included 15 Questions. The first set asked about the partici-
pant’s role in design, the second set asked about their uses of design 
knowledge. Aspects of the survey language and descriptions relied on 
the 2019 AIGA Design Census and a research study about journal read-
ing methods (Subramanyam, 2013). 

Fi g u r e  1 

Phase One Survey
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The author recruited two designers for semi-
structured interviews through the survey. The participants — design 
practitioners — responded to seven questions about design knowl-
edge acquisition. The participants offered valuable insights into read-
ing and presenting design research.

Phase One: Analysis

Literature Review

The literature review revealed rapid technological advancements, sprawling 
globalization, and calls for social impact. AIGA’s studies are directed toward 
creating design knowledge for designers working within a world and 
discipline marked by constant change. Undoubtedly, VL’s archive reflects 
decades of change in design — a search of the word “change” produced 
fifty-six articles. This problem space — designers’ responding to constant 
change — aligns well with VL’s core purpose and correlates with what 
designers shared in this study. 

Survey and Semi-Structured Interviews 

The author analyzed the survey and semi-structured interviews – along with 
the literature review findings – to form the seven Design Criteria (Table 2). 
The following paragraphs describe the criteria with evidence found through 
Phase One’s methods.

Design Criterion One:  
Curate and organize articles  
for better searchability

There was a desire to make VL articles easier to find. One survey participant 
suggested “better systems of organizing and cataloging.” Another said they 
find “curation” of design knowledge helpful, which the author takes to mean 
that information is organized and presented by themes or subjects. Others 
implied that they wished they could search by specific methods (like usabil-
ity tests) or standard questions (like why you should not use a logo in an 
email footer). The current VL online archive presents articles chronologically 
by issues and volumes. Existing search options include filters for dates and 
authors for readers who already have these specifics in mind. The VL online 
archive can better organize or curate articles to give readers more avenues 
into design knowledge.

Design Criterion Two:  
Guide readers through  
evidence-based processes

This criterion reflects the desire to use design research processes within 
design practice. Only 14 of 41 (34%) of the participants identified as a design 
researcher. Yet many of the participants rely on design knowledge. 25 (60%) 
said they seek design knowledge to identify methods; 19 (46%) use design 
knowledge to back up their views and decisions; and 16 (39%) use design 
knowledge to prove the effectiveness of their designs. Therefore, a curated 
archive should include groupings of articles highlighting design methods 
and processes that others, especially practitioners, can easily find  
and utilize. 

Design Criterion Three:  
Connect readers to the  
various origin stories  
within the field

The VL online archive holds articles about the origins of designed things. 
An interview participant said they stumbled upon a VL article about ISO 
icons while looking to “understand why certain icons were systematized 
and drawn with a particular perspective —why do women have triangular 
dresses?” They wanted to “understand the origin of these things” to inform 
decisions on icon systems for a client project. These types of articles — the 
origin stories of design and designed things — could be curated for  
better searchability.

 
# Design Criteria  Category 

1 Curate and organize articles for better searchability  Organization 

2 Guide readers through an evidence-based design process Grouping 

3 Connect readers to the various origin stories within the field Grouping 

4 Elevate content that addresses a rapidly changing world Grouping 

5 Bridge the gap between the scholarship and practice Presentation 

6 Summarize article at various scales Presentation 

7 Increase connection between readers and writers Presentation 

 
 
  

Table 2

 Phase One Design Criteria 
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Design Criterion Four:  
Elevate content that  
addresses a rapidly  
changing world

One of the interview participants wished for more information on how to 
“build an interface that allows the user to compose their [own dashboard]? 
... That tool has to allow that user to build [charts] and allow all of our other 
customers to build similar things.” In other words, designers are asking 
questions there may not be answers to yet. Grappling with changing tech-
nologies is familiar to VL. For instance, an article from 1998 titled “Writing 
in the Age of Email: The Impact of Ideology versus Technology” grapples 
with evolving language and “computer mediated communication” (Baron). 
Grouping articles like this — where designers in the past grappled with 
change — could offer the contemporary designer helpful insights in the 
face of yet-to-be-answered questions about changing technologies.

Design Criterion Five:  
Bridge the gap between  
scholarship and practice

The VL editorial team wanted to know where most designers go for design 
knowledge. Five of the 41 (12%) participants had read VL. Eighteen (43%) 
go to “scholarly resources” for design knowledge. Otherwise, they use 
non-scholarly resources like podcasts, films/video, books, industry publica-
tions, and other popular resources. Bridging the gap between scholarship 
and practice might mean using language — both visual and verbal — that 
welcomes design practitioners or students new to scholarly archives. 

Design Criterion Six:  
Summarize articles at  
various scales.

One interview participant confessed, “I stopped for like three hours today 
and didn’t get any work done because I was skimming the internet or read-
ing… I feel bad stopping and doing research.” The other said, “What are we 
trying to solve for? How did we do it? What did we learn? What’s next? Get 
me to the bullet points — include a slide that says TL; DR (Too Long; Didn’t 
Read).” Thirty-six survey participants (87%) said they skimmed articles – 
just over half said they read from start to finish. Many readers may prefer 
summaries or takeaways from an article —Shi Ji starts articles with high-
lights, and The International Journal of Design uses symbols to communicate 
article content. There is room to explore dynamic and abstracted expres-
sions of VL online archive content that take less time to understand than 
reading full scholarly articles. 

Design Criterion Seven:  
Increase connection  
between readers  
and writers

The final design criterion encourages connections among current and 
potential VL community members. “It would be great to hear from the 
authors. I sometimes go on YouTube and listen to a book tour lecture before 
I buy the book and read it. It is nice to hear the author directly...” a survey 
participant wrote. 17 (41%) engage design knowledge in “dialogue with 
others.” Additional responses referred to ideas like organizing symposia, 
workshops, and discussions. The online archive could catalyze connections 
across articles, themes, and backgrounds of authors. Readers and authors 
alike could contribute and socialize in the archive through a comment 
section or wiki-like pages.
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Phase Two: Study Design and Participation

Phase Two demonstrated six of the seven the design criteria from Phase One 
through the low-fidelity archive interface prototype in Figure 2. The proto-
type offered curated content that reflected the noteworthy topic spaces 
articulated in Phase 1. It also focused on approachable language and the 
option to engage scholarly articles at various scales for designers unfamiliar 
with scholarly spaces.

The author used Maze, an online usability 
testing platform, to share the prototype and a card sorting exercise 
with participants. Each of these activities involved qualitative questions 
before or after the activity. There was a pre- and post-question with 
the prototype, a question to follow up the card sort, a general question 
for anything else on a participant’s mind, and a request for contact 
information — a total of seven prompts. 

The purpose of Phase Two was not to evalu-
ate the interface usability but to explore designers’ desired uses of 
design knowledge. What do they wish they knew, and how do they 
prefer to engage design knowledge?

The author recruited participants through 
personal emails, sharing on LinkedIn and AIGA chapter Facebook 
groups, and the University of Cincinnati’s Ullman School of Design 
newsletter. Of the 64 participants who arrived at the study’s home 
page, 36 (56%) responded to the pre-prototype question, 39 (60%) 
interacted with the prototype, 26 (40%) responded to the prototype 
follow-up question, 28 (43%) participated in the card sort, 24 (37%) 
responded to the card sort follow-question, 24 (37%) responded to 
the question about anything else participants would like to add, and 
24 (37%) responded to the last question about sharing their email. 
Responses included a participant’s decision to “skip” a question.

The first question activity asked participants 
what they wished they knew about visual communication design 
education, research, and practice. This question produced 79 coded 
snippets of text across 35 participants.

Fi g u r e  3 

Examples of Heat Maps from the 

Phase Two Study.

Fi g u r e  2 

The prototype with Design 

Criterion from Phase One. The 

prototype did not include Design 

Criterion Seven; however, it will 

appear in the final proposal.
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The second part of the first activity invited 
participants to navigate the low-fidelity prototype (Figure 3). The 
prototype’s primary purpose was to facilitate more responses from the 
participants regarding what they wished for in the VL online archive in 
question two. After browsing the prototype, participants were asked 
what other topics or features they would want from the VL online 
archive. Playing with the prototype generated 31 more coded snippets.

The second activity — a card sort — asked 
participants to group a pre-defined list of article reading preferences 
(based on Design Criterion Six). The list included “Summaries,” “Key 
Points,” “Images,” “Full Articles,”  “Diagrams,”  “Audio,” and “Lecture/
Presentation.” Participants moved the preferences into the following 
groups, “Would Use,” “May Use,” and “Would Not Use.” Immediately after 
the card sorting, the participants could share what they would expect 
from their most preferred reading preferences. This question produced 
34 coded snippets.

The last activity asked the participants to 
add any additional comments related to the study. Five participants 
shared 13 additional snippets. The activity ended with a request to stay 
in contact about future studies and ongoing updates about VL — 13 
participants gave their email addresses of the 59 who began the Maze 
study (22%).

Phase Two: Analysis

Coding Qualitative Responses

The next paragraphs describe the codes that result from analyzing partici-
pant responses in Phase Two and how they began to inform the article 
curation suggested by Design Criterion One in Phase Two. Each grouping 
includes a title that reflects the design knowledge participants seek, a brief 
description, and quotes from the participants. 

Fi g u r e  4 

Coding Phase Two Snippets
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Table 3

Phase Two Qualitative Codes/

Curation System (Alphabetical 

order). 

Designers seek “Critical  
or Alternative Design Practices.”

This code marked instances affiliated with inclusive design or alternatives 
to “business-as-usual design” (Wizinsky, 2022). This might mean search filters 
related to an author’s identity and a specific collection of articles tagged by 

“Alternative Design Practices.”

“Search by various tags or categories, i.e., female authors, queer 
authors, ethnic or religious perspectives, particular topics like 
design curriculum.”

“Criticism that positions Design as a Postcapitalist Field of 
Knowledge.”

“Transitional Design.”

Designers seek  
“Emerging Techniques”

This code related to Design Criteria Five in Phase One is about elevating 
content that addresses a rapidly changing world. Similarly, it reflects the 
participants’ wish to stay on the forefront of, or at the very least, keep up 
with change. VL’s future online archive should include articles curated 
by “Emerging Techniques,” an iteration of “Evolving Design Practices,” as 
portrayed in the Phase Two prototype. 

“Artificial Intelligence.”

“Another trend is the rapid development of technology and the 
materials that can be used in design practice today.” 

“Impacts of technology and design on sociopolitical worlds.”

Designers seek  
“Historiography.”

This code was associated with the origins and meaning of visual things and 
design history (like Design Criterion Three). The code has a higher code 
count (24 snippets) and was present across the activities in Phase Two. 
The code represents a consolidation of the “Historically Important Articles” 
collection in the prototype and emphasizes lineages in design. VL’s future 
online archive should include articles curated with “Historiography” that 
speak to the origin of designed things and the design discipline.  

“I mentioned other sub-fields of design earlier, such as service 
design, transitional design, and innovation design—how did 
these modes of design begin and evolve? Can we see the 
history using images?”

“A high-level overview of a topic with an opportunity to dig 
deeper into the topic.”

“Track the generation and interrogation of knowledge streams.”

Designers seek “ 
Interdisciplinary Models”

Quotes attached to this code cited design plus another discipline or work 
outside traditional design training (like “community cultivation” on design 
projects). The code evolved from the “Interdisciplinary Collaborations” 
button on the prototype. The heat map of the button’s screen revealed 10 
engagements, making it the most popular topic on its page for “Evolving 
Design Practices.”

“Interdisciplinary models.”

“Connections with other fields of research.”

“Somatic science of communication.”

Designers seek examples  
of “Accessible Experiences.” 

This code reflected instances about designing better human-centered, 
“Accessible Experiences” across varied formats, contexts, and processes. 
Participants were concerned with improving the experiences of subjects in 
design research or the intended audiences of design projects. VL’s archive 
should curate “Accessible Examples” from their collection of articles.

Code/Curated Group Instances 

Alternative Design Practices 18 

Emerging Techniques 10 

Historiography 24 

Interdisciplinary Models 18 

Accessible Experiences 17 

Methodology 26 

Pedagogy 27 

Professional Practice 35 
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“Translating words into other languages from accessibility.”

“Why, in the majority of design programs, is there a wasteland 
of ‘communication’ courses: the “how to design” courses never 
have anything to do with the experience of the “the user/
audience?’”

“Better outreach to vision impaired.”

Designers Seek “Methodologies”

This code described instances that point to a desire for reliable research and 
design methods. The author iterated on the “Design Methods in Use” section 
title — the most visited in the prototype (18 participants) — to create 

“Methodologies.” It is the broadest of the codes, appearing in 26 instances, 
almost always combined with other codes.

“Finding subjects for research interviews.”

“More ways to create low fidelity prototypes with users during 
workshops (in-person and virtual).” 

“Find frameworks.”

Designers Seek “Pedagogical Frameworks”

This code characterized instances focused on learning and teaching design. 
While the prototype did not explicitly reference pedagogy, it was among the 
highest-level codes with 27 snippets about the classroom, curriculum, and 
theory. As a result, the code should be a curated group in VL’s future  
online archive.

“Integrate design education.”

“How curriculum is created for a class from scratch.”

“I just started teaching as an adjunct, so anything about visual 
communication design education!”

Practitioners seek “Design Knowledge.”

This code referenced descriptions of designers’ needs in commercial settings 
like studios or in-house design jobs. It was the most frequently used code 
(35 snippets). The prototype did not include specific connections to articles 
tagged “Professional Practice,” but its inclusion is critical in VL’s future online 
archive. The VL online archive must facilitate access to professional practitio-
ners who may need help finding articles through scholarly databases.

“How to design things well but not follow the usual trends.”

“I wish there were more robust sustainability resources and 
certifications for our industry.”

“Innovative practice and organizational models.”

Analyzing Reading Preferences 

The card sort showed (Figure 5) that reading preferences like summaries, 
key points, and images are more useful to the participants. However, all 
the options had some attractiveness. Written responses offered valuable 
perspectives behind the participants’ expectations, which indicated a more 
dynamic reading experience — in addition to traditional articles. A dynamic 
reading experience could include article summaries, links to related content, 
and visual representations (for example, a system map that depicts the 
interconnectivity of themes or authors). An extension like this could bridge 
the gap between scholarship and practice.

Fi g u r e  5 

Reading Preference Results
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“Everyone’s time is limited, so having a solid idea of what is 
going on via key points or a summary before reading a whole 
article is useful.”

“Lectures/presentations would ideally include suggested talk-
ing points or any additional context (i.e., reading list) from the 
author that would help discuss the topic in the classroom.”

“It would be nice to add some sort of ‘related articles,’ ‘related 
topics,’ or ‘other articles by this author’ with links to previously 
published works.”

Results

During the analysis of Phase One of this study, the author produced seven 
Design Criteria that directed the design of a low-fidelity prototype in Phase 
Two. That prototype helped the author identify expanded topics for curation 
and a dynamic reading experience. 

As a result, the author consolidated Phase 1 
and Phase 2 into a set of Design Strategies that emphasize the study’s 
most important takeaways. The Design Strategies are focused priori-
ties that will help VL improve and broaden engagement in the “Next 
Generation” VL online archive. Design Strategy One and Two emphasize 
curation. Design Strategy Three focuses on article summarization and 
building connections across authors, editors, and readers through a 
dynamic reading experience.

Design Strategy One:  
Simplify curation groupings and  
maximize variations so readers can  
quickly retrieve articles related to  
the most relevant topics

The prototype in Phase Two offered three groups of specific articles 
without the possibility of combinations. VL’s proposed next-generation 
online archive presents eight combinable themes plus an open search. 
For instance, a reader could look for articles that combine Critical Design 
Practice, Interaction Design, and Historiography or look for articles about 
Methodology with keywords related to sustainability (Figure 6). The new 
system enables a user-friendly resource for readers — academic and non-
academic alike — to quickly find articles based on the topics designers in 
this study shared that were most relevant. 

Fi g u r e  6

Specific Tags and Open Search in 

VL’s proposed “Next Generation” 

online archive.
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Design Strategy Two:  
Offer advanced search filters, like  
author background or specific methods

Beyond curating topics and areas of interest, VL’s next-generation online 
archive should give the readers more detailed search options related 
to author identity and experience, related disciplines, specific methods, 
content types, and popularity (Figure 7). A detailed sub-search in VL’s  
future online archive opens additional entry pathways into the archive’s 
design knowledge. 

Fi g u r e  7

Advanced Search Filters in VL’s 

proposed “Next Generation” online 

archive. 

Fi g u r e  8

Dynamic Reading Experience in 

VL’s proposed “Next Generation” 

online archive.

Design Strategy Three:  
Create a dynamic reading experience  
that enables readers to discover more about  
the author, topic, and key points  
before deciding to read entire articles.  

 
VL’s future archive should include possibilities for readers to familiarize 
themselves with an article, its authors, and general topic space before – or 
instead of – reading an entire article. The dynamic reading experience 
requires more definition in future studies. However, it could look like articles 

– or curated groups – having a summary, key points, images, diagrams, and 
tools that deliver, on the one hand, vital content for skimming and, on the 
other hand, opportunities for deep dives (Figure 8). Either way, the dynamic 
reading experience should present content in different modalities. Readers 
could partially generate the pre-reading experience content, wiki-style. 
There may also be opportunities for AI-compiled summaries  
and organization.
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Discussion 
 

Overview

This study started with the belief that the VL digital archive holds a vital 
collection of design knowledge that is meaningful and valuable for 
contemporary and future designers as they grapple with an unpredictable 
discipline and world. However, the archive needs improvements to reach 
more designers, especially those who do not work in academia.

The author uncovered seven Design Criteria 
during Phase One to direct the prototype design in Phase Two. The 
Design Criteria suggested how VL might organize and present archive 
content into relevant categories and potential ways to connect read-
ers to content, other readers, and writers. The prototype in Phase 
Two led the author to identify curated groups and a dynamic reading 
experience. The author then combined the findings from Phase One 
and Two into three key Design Strategies for VL’s future online archive. 
These strategies shaped the proposed archive design with flexible cura-
tion, filtering, and a dynamic reading experience. Innovations like these 
could unlock the deep repositories of design knowledge hidden behind 
both an inferior interface and, as one Phase Two participant described, 

“dry” articles that, if presented in more dynamic ways, may attract more 
readers, especially those less likely to visit a scholarly archive.  

Limitations

This researcher conducted this study between fall 2021 and summer 2022 
as an editorial assistant to VL and a graduate student at the University of 
Cincinnati’s Ullman School of Design at the College of Design, Architecture, 
Art, and Planning. Funding for the editorial assistantship came from an 
internal grant directed toward editorial assistants. VL’s editors — profes-
sors at the Ullman School of Design — wrote the budget with this study in 
mind. The grant covered the author’s time but did not include funding for 
promotion or recruitment. As such, the study consists of a modest — but 
insight-filled — sample size of participants mostly from, but not limited to, 
the United States. 

The study’s results should not be confused 
with generalizable knowledge. It did not fall under traditional human-
subject research and did not go through the University of Cincinnati’s 
IRB approval process. With these points in mind, the reader should 

consider this content as a case study representing a product-improve-
ment project — utilizing an evidence-based process — with localized 
results. The insights — or design knowledge — above is speculative, 
not prescriptive.

Finally, multiple people — including the 
VL editorial team and an additional editorial assistant — graciously 
contributed feedback and assistance during this study. Bias is inevi-
table within an analysis of a product or service by the people leading 
the product or service and this article did not go through an outside 
peer-review process. The VL editorial team encourages increased 
outside participation and external studies of the archive, which will be 
elaborated on in the next section.

Next steps

This study, and subsequent studies, of the VL online archive falls into the 
camp of “investigations into academic journal design and reading experi-
ences.” (Barness & Papaelias, 2021) VL is a design journal led by designers, 
allowing it to act as a testing ground for micro and macro journal design 
improvements that potentially generate knowledge — for other journals. 

“Such changes would be welcomed by journal readers” (ibid. p. 561).
An immediate next step for the VL online archive is 

the “evaluation, refinement, and production” of the design strategies above 
(Hanington & Martin, 2012). A future study could include methods like 
think-aloud protocol, usability tests, and more research through design with 
current and potential VL readers using further developed prototypes of VL’s 
next-generation archive. 

Another study could examine how Artificial 
Intelligence might identify, organize, and classify the archive using the tags 
in this study. A future VL editorial assistant could archive and begin curating 
articles if budget limitations prevent using machine learning.

Additionally, this study instigated further research 
into the VL online archive dynamic reading experience, which could have 
implications beyond the specific journal. A future study could dive further 
into this area, highlighting the best modalities for demonstrating the inter-
connectedness of a theme, article, authors, methods, and more.  
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Dear VL Reader

If you shared feedback and perspectives in this study, thank you. There will 
be future opportunities for participation as the editorial team works on the 

“Next Generation” VL online archive. Please email Editor, Mike Zender, mike.
zender@uc.edu, if you would like to participate.
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Change

Many of you may have followed the dust-up surrounding Design Studies this 
past summer. Just as that unfortunate disagreement happened, a mature 
author, researcher, and contributor to Visible Language asked about getting 
immediate open access for a forthcoming manuscript. His grant agency 
required open access and the research subject was timely so we were sensi-
tive to his request. However, Visible Language has operated under a hybrid 
model where subscribers get access to articles immediately and everyone 
else has access after a one-year embargo, so this request would require an 
exception. We agreed on a temporary measure to meet his need but the two 
simultaneous events launched us on a reevaluation of our publishing model 
in light of a thorough examination prevalent publishing models. We did not 
like the picture. 

The publishing world is moving to fully Open 
Access. (OA) Open Access proponents seem to have honorable aims includ-
ing making knowledge freely available to everyone. Forget for a moment 
that many OA proponents work in Universities where students pay for 
knowledge acquisition or in government agencies that are supported by 
laws. We at Visible Language share OA proponents’ honorable aims. We 
certainly think knowledge is a great benefit and our hearts are committed to 
its widest possible dissemination. That’s why we publish. 

If OA proponents are pushing for an eventual 
future where nearly everyone publishes everything for free that system 
exists already and it’s called the internet. We are all familiar with the gener-
ous diversity of quality there. Perhaps someday in an AI mediated world a 
search and rating algorithm will facilitate finding quality work in the free-
for-all. I’m not sure who will pay for that system, perhaps the equivalent of 
Google ads. Then we’ll need funding to buy the ads to push our work to the 
top of the AI results. I for one will be happy to miss that world. 

For now, we must rely on the quality and author-
ity that comes from publishers. Lots of recent articles bring that system into 
question. Just this week the journal Nature had to retract another article. 
Something about cold fusion (again). Our world seems to be devolving in 
the trustworthiness dimension. 

Journals used to be housed mostly in trusted insti-
tutions like Universities and Societies whose role was both validating quality 
and ensuring dissemination. These direct sources of validation published 
articles and bore the costs.  Today we mostly have publishers as third parties 
who may publish a stable of journals covering an immense variety of topics. 
I’m going to steer clear of blaming the money-making associated with this 
to avoid devilish divisions on the evils of money. Suffice to say, publishing is 
work and work is seldom free, especially very good work. 
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Regarding payment, the trend has become for 
authors to pay publication fees to publishers to cover costs. This we oppose. 
It limits publication to those who can afford it. This seems completely oppo-
sited to aim of Open Access but seen the other way around, that is, the only 
ones with access to distribution of their work are those with resources. What 
about the poor or unfunded researcher with interesting but novel findings? 
Pay-to-publish stratifies the publishing world into the rich and powerful and 
everyone else. Sorry, that’s not a model for us.

Disliking the current picture, we imagined alterna-
tives. We applied for and received funding to conduct a research study to 
look at what designers want from Visible Language. That study is reported 
in this issue by D. J. Trischler’s article immediately preceding this one. In 
response to our preliminary research findings and current events, this 
summer we sketched several diffferent approaches to an improved publish-
ing model.  We reimagined a centralized peer-review system much like the 
Associated Press, which would vet manuscripts and offer them to publishers 
to pick up and disseminate for a fee. We imagined authors being paid and 
supported by on-line adds and/or “likes” similar to YouTube channels. We 
dreamed of a user-centered system where users are pinged about a new 
manuscript of potential interest and if, after reading the Abstract, they read 
the full article either the individual or their institution is charged a small fee. 
We conceived alternatives, and more, we shared our ideas with peers. After 
that and considerable internal deliberation, we winnowed to new model for 
Visible Language based on the past but fit for the future.

Visible Language staff has decided to move back 
to the direct model where the experts do both vetting and dissemination. 
We plan to form a consortium of four or five peer institutions to jointly 
publish Visual Language. Thanks to publishing systems such as OJS, our costs 
including printing are low enough that if each institution contributes a very 
few thousand dollars annually the journal will be sustained. Each institution 
would have a seat on the journal governing Editorial Board as an Associate 
Editor, and equal say in everything from the direction of the journal to 
articles published. Specifically, we propose that:

each supporting institution will have a functional seat for one 
of their faculty/leaders on the Visible Language Editorial Board 
as an Associate Editor;

the Visible Language Editorial Board will maintain complete 
editorial control of the journal: guide the journal’s direction, 
review articles, plan issues, solicit contributions, etc.;

each institution will be recognized as a member of the 
consortium and Editorial Board which directs Visible Language 
with their logo/name on the journal back cover;

the Editor in Chief will come from one of the consortium 
institutions, perhaps on a rotating basis, perhaps with 3–5-year 
renewable terms, elected by the Board;

UC and UCPress, not-for-profit institutions, will still “own” and 
publish Visible Language as the host institution and profes-
sional publication administrators;

during formation taking about one year, the Consortium will 
re-write the journal’s charter to reflect the new model;

the University of Cincinnati will enter into collaborative agree-
ments (or other suitable legal documents) with each institu-
tion to formalize the consortium.

once the Consortium is formed, the journal’s direction will be 
determined by the new Visible Language Editorial Board.

We believe this model, if it works, has several 
advantages. It makes the journal sustainable and independent, not 
beholden to any individual funder or single special interest. It ensures diver-
sity of perspective within unity of purpose, and the potential for diversity 
of region, language, and culture for a truly global perspective. It provides 
ample energy with different Associate Editors representing different inter-
ests. It broadens access to alternate networks to enrich intellectual quality 
and rigor. It provides a continual pool of successors to become the next 
Editor in Chief. Consortium institutions may include research institutes and 
professional firms of high stature potentially strengthening the integration 
of theoretical and professional Design knowledge. 

There are potential downsides inherent in 
any diverse body which will require wisdom, tact, some skill to manage. 
Fortunately, we have independent publishing professionals at UCPress 
to help us navigate and operate. Our current contract with UCPress (an 
in-house contract) stipulates that VL is totally controlled by the Editor and 
Editorial Staff at the UC School of Design. UCPress provides expert advice 
and publishing/hosting services on contract, nothing more. Visible Language 
has its own financial accounts. When the new Consortium is formed, these 
lines of authority and accountability will continue to be clearly stipulated. 

We’re excited at this evolution of Visible Language. 
We think it could become a model that others can adapt that might help 
to solve some of the problems that pervade scholarly publishing today. We 
look forward to having the consortium in place by the first issue of 2025. 

Stay tuned.

Mike Zender, Editor, Visible Language


